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A BSTRACT

O
ne of the most important archaeological cues for the study of ancient civilizations is
pottery, which makes up by far the largest group of excavated artifacts, since every new
excavation effort potentially yields up thousands of fragments. Similar to the humanities

in general, this research area, belonging to the �eld of Cultural Heritage (CH), experienced
several ambitious digitization efforts in the last two decades. The resulting digital surrogates
enable the application of computerized tools, which can support tedious manual processes. 3D ,in
particular, has become a state-of-the-art data modality for the documentation of numerous types
of exhibits. This can be attributed to both the more easily affordable capturing hardware and
freely available software suites for the easy archiving and analysis of 3D data. However, not only
newly unearthed objects but also decades old documentations of excavated ceramics have been
digitized to a large extent and made publicly accessible via online repositories and collections.

On the downside, the ef�cient browsing of such repositories as well as – one of the most
important use cases for archaeological research – the content-based searching for object similarity
is seldomly supported. Instead, most platforms allow to �lter their collections based solely on
associated metadata. As this information is incomplete, erroneous, or missing altogether for many
entries, a potentially large number of relevant records could easily be overlooked. Also, this type
of querying could result in an unmanageably large result set (without any relevance ordering), if
those properties cannot be determined selectively enough. This stresses the need for specialized
retrieval systems, which allow posing queries in a content-based manner, meaning that the
data itself, e.g., an image or 3D model, is the basis for a search. This type of retrieval has been
researched for decades, scenarios where the query and the search space exhibit different data
modalities, e.g., 3D model vs. pro�le curve, is still a sparsely addressed problem. As such scenarios
are, however, particularly relevant for researchers of the CH domain, respective retrieval systems
have to be capable of both supporting different modalities and bridging modal boundaries.

Orthogonal to the problem of content-based searching is the visualization and interactive
exploration of (large) object collections with the goal of unveiling similarity clusters. Respective
techniques allow an archaeologist to detect cross-correlations among object traits; discover (yet
unknown) links, since related objects, or even parts of the same object, are often scattered across
different museums; and generate hypotheses regarding ancient trade routes or workshops. At
the same time, visualization enables the exposition and presentation of CH artifacts as virtual
museums and exhibitions.

Finally, digital reconstruction approaches support the ef�cient generation of shape and
texture hypotheses by automatizing the work�ow of an archaeologist who leverages both a
vessel's symmetry properties and sequential structures to approximate missing geometry and
surface painting. Digital methods are also a viable alternative to physical reconstruction, which
is most of the time not feasible due to cost and labor considerations or not even allowed because
of the fragile nature of CH artifacts.
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This thesis provides contributions to all the three mentioned archaeological processes with
computer-aided techniques, relying on established as well as newly developed techniques of
computer vision and knowledge visualization. Within the context of content-based retrieval,
a new query modality (3D+Sketch), particularly suited for the search based on incomplete
pottery artifacts, is presented. Newly designed annotation work�ows, benchmark datasets, and
evaluation metrics pave the way for both the training of learning-based retrieval techniques and
the comparative evaluation of methods. In terms of visualization, a novel interactive linked view
exploration system supports the uninterrupted exploration of annotated datasets concurrently
along different object traits. Finally, in terms of reconstruction, the textual completion of worn
off surface paintings is studied. To this end, a novel approach is presented which, �rst of all,
determines the generation grammar of an ornament sequence in order to detect gaps and �ll
them with plausible texture. All of these techniques are able to reduce the required labor w.r.t.
their currently used purely manual counterparts signi�cantly. Their viability and relevance
for archaeological use cases has been continuously evaluated with collaborating archaeologists
who also aided in the design and execution of both qualitative and quantitative evaluations.
Even though the proposed concepts are experimental, they will hopefully �nd their way into the
everyday archaeological use.
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Within this doctoral thesis, I present contributions to several everyday tasks of applied archae-

ology. After a motivation of the relevance of digital methods for archaeology (S EC. 1.1) and a

discussion of the challenges (S EC. 1.2) inherent to this �eld of research, I present four research

questions around which the presented work is structured. A subsequent overview on the scope

of the thesis (S EC. 1.3) takes a look at the general framework (scienti�c project, laboratory)

within which the thesis was conducted, the employed methodology (research approach), and

the delineation of the work contributed by various associated parties (advisor and colleagues).

Whenever the words “we” and “our” are used throughout the thesis, it refers to myself as well

as them. Finally, an overview of the chapters and structure of the remainder of the document is

provided (S EC. 1.4).

1.1 Motivation

The potential for digital processing of Cultural Heritage (CH) data has long been recognized for a

variety of applications such as anomaly detection with ground penetrating radars [ 1], engagement

1



CHAPTER 1. INTRODUCTION

through virtual exhibitions and museums [ 2–4], similarity-based retrieval and classi�cation of

objects [5], digital restoration of artifacts [ 6], and virtual reconstruction of ancient sites [ 7].

Relevance of Pottery for Archaeological Research Independent from culture or historic

period, wheel-made ceramics represent by far the largest group of excavated objects, resulting

from the fact that they were produced in large quantities and neither decay like textile or

woodwork, nor were they recycled like metal or glass ware. The Beazley Archive Pottery Database

(BAPD) [ 8] alone, the world's largest archive for ancient Greek painted pottery, features a total of

more than 130,000 object records, comprising 250,000 images.

The ancient Greek pottery – commonly called vases– is the most outstanding group of ancient

ceramics and an essential research �eld of classical archaeology. Most vases were designed with

a speci�c purpose in mind, such as storage, pouring, mixing or drinking, which is commonly

re�ected in the traditional shapes [ 9]. A selection of exhibits curated by the University of Graz is

given in F IG . 1.1. This form of loose morphological standardization allows to classify excavated

vases and analyze the continuity or change of shapes over time. Their surface decorations, so-

called vase paintings , are not only leveraged for the dating of archaeological contexts but also shed

a light on religion, economy, daily life and society of Greek and Greek-in�uenced civilizations in

the Mediterranean. Long-lasting research has revealed different techniques and styles indicating

chronological periods, workshops or painters [ 10].

F IGURE 1.1. A selection of exhibits from the Institute of Classics at the University of Graz. The varied
shapes and relative sizes vividly illustrate the different intended purposes. ( Image source: KFU Graz )

The Attic period from 500 to 300 BCE, for example, saw two distinct painting styles referred

to as red-�gured (red clay �gures on black background) [ 11, 12] and black-�gured (black �gures

on red clay background) [ 9] vases. While the prior represents the height of Greek vase painting,

the latter exhibit lower quality due to them being the result of mass production [ 13]. Independent
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from style, vase paintings from the era often illustrate mythological �gures or draped youth and

characteristic scenes like wedding or warrior departure. Some of them have received attention in

the Lexicon Iconographicum Mythologiae Classicae (LIMC) [ 14] as well as many publications.

For an overview on this subject, we refer to the works of Cook [ 15] or Boardman [ 16].

The central scene of a vase is often accompanied by various abstract patterns �lling empty

spaces of background or framing the motifs in the form of ornament bands or friezes around the

rotation axis of pottery objects. Latter are created by the painter while rotating the pot on the

potter's wheel. Popular patterns comprise atomic shapes like spirals, concentric circles, triangles,

swastika, zigzags and meanders, or more complex ones like rosettes, palmettes, leaves and birds

[17]. In another, more ancient artistic phase from 900 to 700 BCE vases are exclusively decorated

with such patterns, coining the apt designation as Geometric period, because of the favored use of

geometry-like ornamentations.

Digitization and Multimodality Both advancements in technology and a general push to-

wards digitization in all �elds of the humanities results in more and more CH content becoming

available in a digitized manner. Not only newly excavated artifacts are captured digitally but

also historical documentations, collected over several decades, are considered in large-scale

digitization efforts. W.r.t. ancient Greek pottery, the online presence of the Corpus Vasorum

Antiquorum (CVA) [ 18], a series of fascicules appearing since 1922, as well as the BAPD [ 8]

are prominent examples. The records in such repositories comprise a variety of data modalities,

such as textual descriptions, drawings (of pro�le curves or surface paintings), photographs, and

3D models. On the one hand, this results from the replacement of documentation techniques

with more modern alternatives over the years, e.g., 3D models instead of photographs. On the

other hand, different modalities are unevenly well-suited for different object traits, e.g., textual

descriptions are appropriate for capturing an object's cultural context as opposed to 3D models. It

is thus neither feasible nor bene�cial to capture all the information pertaining to a certain object

with a single data modality, but different modalities are optimal for different aspects.

Besides long-term preservation of structured archaeological documentation, digitization also

paves the way for the application of computer-based methods for the management, sharing [ 19],

archiving [ 20], analysis [ 21], restoration [ 6, 22–31], retrieval [ 20, 32–42], and exploration [ 43–51]

of CH content. Unsurprisingly, such applications experienced a rapid growth with the increased

availability of data through online repositories and such within the last two decades [ 52]. The

great opportunity of digital data processing and computerized tools is that existing (mostly

manual) work�ows can be simpli�ed by supporting (or altogether replacing) undemanding yet

laborious repetitive tasks. I.e., the strength of computers is that they are able to process large

quantities of data ef�ciently and infallibly. Hence, all types of tasks which can be described

suf�ciently well through mathematical models can be supported with automation. E.g., if the

similarity between two objects can be formally de�ned, the content-based searching through

(huge) data repositories containing thousands of records, can be done ef�ciently with specialized
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retrieval systems, while the manual pair-wise comparison is not possible within a reasonable

amount of time. Even though modern learning-based approaches are able to learn a human

decision �nding process to some extent, given that suf�cient training data re�ecting this knowl-

edge is available, some processes, like interpretation and validation, do and will require human

intervention. Hence, the key objective of computer-based methods is not to replace experts, but to

support them in their everyday work.

1.2 Challenges and Requirements
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F IGURE 1.2. The experimentation with and evaluation of different application within a CH context
requires relevant object data. Diverse sources can be used for acquiring said data. A particular challenge
is, however, the different data modalities in which records are documented. Depending on the type of
data, it has to be subjected to different pre-processing/preparation steps before it can be used for certain
applications. Within this thesis, the topics of `Retrieval', `Annotation', `Visualization' and `Restoration' are
touched. The references within the �gure refer to the respective technical sections.
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To date, most practitioners from the �eld of CH are concerned with the digitization of exhibits,

resulting in a digital surrogate, which serves the documentation and long-term persistence

of an artifact. In most cases, this remains the sole purpose, since as domain researchers are

oftentimes agnostic towards – or not familiar with – the varied analysis and processing methods

a digital copy enables. On the other hand – despite all the advantages of digital methods – their

application for archaeological use cases is typically not straightforward. As mentioned above, a

serious challenge is the variety of data modalities (see F IG . 1.2). But also heterogenous levels of

quality can be observed. 3D models, for example, come in different degrees of detail, depending

on both the capturing technique and the hardware they have been obtained with. They may also

exhibit colorization, which can be present as texture maps, but also in the form of vertex colors in

the case of high-resolution models. W.r.t. photographic data, researches are faced with a range

of different resolutions when combining records from different repositories. Many also deviate

from the proposed standards for photographing pottery objects [ 53, 54]. I.e., some objects are

photographed in front of a very neutral black or white background, while others exhibit strong

gradients in the background. Some photographs are available in color, whereas others are only

provided as grayscale images. Photographs scanned from fascicules often incorporate visible

paper texture while digital photographs may exhibit compression artifacts. Even structured

metadata is oftentimes incompatible due to the usage of different taxonomies for assigning labels,

or different levels of precision for specifying dating or geographic information.

Different types of sources can be utilized to obtain relevant data (F IG . 1.2). Depending on

that, researchers are faced with additional challenges. Most online resources, the state-of-the-art

for data exchange, provide data in a structured and digitized manner. However, in some cases, e.g.,

with the CVA Online [ 18], the data is given as a set of scanned fascicules. These scans need to be

further processed (S EC. 2.3.1.1) in order to split them into textual and graphic data and link them

to individual objects. The same processing steps are required for extracting object information

from digitized literature, which is still, despite all digitization efforts, a non-negligible source of

data. The list of data sources used within the scope of this thesis is completed by peer-to-peer

exchange with fellow researchers. This type of source is especially valuable for 3D models, which

are more rarely hosted online.

The ultimate goal of all acquisition efforts is to obtain relevant object data for computer-

based applications. Depending on the intended application, object data needs to be subjected to

different preparation steps (F IG . 1.2). For 3D models, this could comprise a sol-called unwrapping

(SEC. 3.1), a non-linear mapping of the shape's surface into 2D space. This process allows both

an unintermitted visualization of the whole object surface and the application of image-based

methods for automated analysis. Such can comprise, e.g., the semantic segmentation (S EC. 3.2) of

the surface in order to split an object's colorimetric depictions into their composing parts. The

same can be done for photographs, where segmentation is also used to differ between object and

background pixels.
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Scienti�c literature states different ways to group CH applications. Pintus et al. [21] differen-

tiate between `Perception' (enhancement of �ne details), `Restoration', `Monitoring' (analyzing the

degeneration of artwork), `Interpretation' (analyzing used tools and production sequences), and

`Collection analysis', while Karl et al. [55] classify approaches w.r.t. the categories `Documenta-

tion', `Retrieval', and `Classi�cation'. The structure of this thesis is based on a mixture of these

taxonomies, including the broad application �elds `Retrieval', `Annotation', `Visualization' and

`Digital Restoration', as depicted in F IG . 1.2.

One key objective of archaeological research is the classi�cation of artifacts. This task can

be supported through similarity-based retrieval methods, which allow the targeted navigation

of large collections. A non-trivial challenge is however to capture an archaeologist's notion of

similarity, which can be based on an object's overall shape, color pattern, excavation context,

etc., but also a palette of miniscule details which are hard to pinpoint in a formalized manner.

The fact that these notions can differ among scholars further complicates matters. W.r.t. pottery

research, we can distinguish between two orthogonal retrieval objectives. First, the retrieval of

overall similar vessels regarding shape and color patterns, e.g., searching for similar black-�gures

lekythoi. And second, the retrieval of similar vase paintings, e.g., searching for vessels depicting

a similar Eros �gure or wedding scene. Within the scope of this thesis, we refer to these tasks

as shape-based and texture-based retrieval, respectively. However, a complete segregation of

these types is not always possible since clay color and surface painting are also distinguishing

characteristics for determining a shape class. Hence, some `shape-based' approaches also make

use of the objects' textures. W.r.t. CH applications, cross-modal retrieval approaches – such

as where the modality of a query and the search space differ – play an important role. While

nowadays 3D models are the documentation method of choice, researchers also want to discover

potential similarities to artifacts which have been documented by photographic or hand-drawn

means which is the case of the vast majority of existing records. Closely related to retrieval is the

task of annotation. With annotation, labels/classes are assigned automatically or manually to

different parts of data. E.g., image segmentation assigns a label to the pixel of an image. In the

context of CH, researchers assign labels from taxonomies, e.g., regarding the fabric, to artifacts.

Retrieval methods can support such manual labeling by providing suggestions and hypotheses.

There is an increasing demand for the ef�cient browsing of large data collections [ 21]. Said

can be achieved with interactive visualization and exploration techniques. The difference to

retrieval is that similarities are not displayed in a `one-to-many' but a `many-to-many' fashion.

That is, objects are not part of a linear result vector, but are visualized as data points in a

high-dimensional space [ 50], based on different properties allowing to employ aggregation or

clustering techniques. Alternatively, pair-wise similarity relations can be leveraged to arrange

objects in force-driven layouts, such as graph structures [ 44, 45, 56] or self-organizing maps [ 57].

Concepts like these allow domain researchers to easily spot similarity clusters and, in turn,

unveil yet unknown correlations between subsets of collections.
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Lastly, digital restoration allows to restore degenerated documents or objects. One prominent

�eld of restoration is concerned with old documents or photographs where scratches or tears are

detected and replaced with meaningful texture using texture synthesis techniques [ 21]. In terms

of objects, restoration commonly operates on 3D models. We distinguish between reassembly, the

digital assembly of objects which are merely preserved as a set of fragments, and completion , the

approximation of missing object parts [ 6]. The latter can be used to approximate both geometry [ 6,

22–28] and texture [ 29–31, 58].

1.2.1 Research Questions

Based on the aforementioned challenges of digital archaeology and under consideration of

previous works in this domain, we state the following research questions, which are the core

objectives we try to answer with the technical contributions presented in this thesis.

RQ1: “How can user expertise be incorporated interactively in a query formulation for the speci�-

cation of missing shape information?”

Many retrieval approaches have been presented for the content-based retrieval of whole pottery

artifacts. Most of them leverage the rotational symmetry of such objects and base their similarity

computation on the comparison of pro�le curves in one way or another [ 20, 32–42]. For some

techniques, additional textual [ 59] or geometric 3D [ 60–67] information is used. However, in terms

of pottery research, the retrieval based on an incomplete query plays a signi�cant role, since

excavated objects are more often fragmented than not. This problem, commonly known as partial

retrieval, is substantially more complex and is far from being solved for antique pottery [ 68]. At

the same time, the necessary information is certainly present since experts are able to accurately

guess the appearance of a whole vessel based on a single surviving sherd, using on both shape

information of the fracture line and surface painting [ 64].

We propose the following solution. Instead of using solely a fragment as a query, we also

incorporate expert knowledge regarding the shape in the query formulation. Sketching has been

proven to be an intuitive way to introduce this kind of information [ 69–71]. We present a concept

which makes use of the textual and shape information of a fragment, combined with expert

knowledge introduced through a rough sketch outlining the missing geometry. This novel query

modality (3D+Sketch) [ 72, 73] presents an intuitive and uncomplicated way for a user to specify

missing shape information.

RQ2: “How can a retrieval approach effectively support the search for speci�c motifs and patterns,

exhibited by the vase paintings?”

While a considerable amount of work has been done regarding the retrieval of pottery based

on shape, the retrieval of vases based on their texture has received less attention [ 55]. Even
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though some success could be achieved with off-the-shelf image retrieval techniques, an effective

retrieval system for vase paintings needs to address several domain related challenges. First,

when working with photographs of pottery objects, the paintings exhibit different degrees of

non-linear distortions since they are on top of curved surfaces. The same is the case for renderings

of 3D models. Hence, a reasonable preprocessing step of a texture-based retrieval system is to

relax such distortions as good as possible. For 3D models, such can be achieved with projection

techniques [ 74–77], while images can be relaxed similarly if the underlying geometry of the

displayed object can be approximated [ 78]. Similarly to the shape-based retrieval, a challenge

is the multimodality of data. Even if 3D surfaces are projected to a plane, which makes them

comparable to photographs, a dataset can comprise colorized as well as grayscale images or

even drawings. A typical way to bridge this modality gap is to bring everything into a common

base modality, e.g., transform photographs such that have the visual appearance of sketches [ 79]

when drawings are compared to photographs. Even then, the comparison of entities is not

straightforward, as the notion of similarity of many image-based descriptors per-default does

not coincide with an archaeologist's notion of similarity. The latter can be based on a motif 's

silhouette (shape), its colorization (different clays), but also the context it appears in (combination

with motifs/patterns). Hence, the de�nition of similarity is dependent on the concrete use case.

To address this complexity, we split the problem of texture-based retrieval into the problem of

motif-based (humanoid or mythological �gures) and ornament-based (all other surface paintings,

e.g., background �llings and such) retrieval. For the prior, we present an approach which allows

an effective retrieval based on a motif 's silhouette [ 80]. The latter turned out to be a much more

complex problem, as the ornamentation of surface paintings cannot be easily segmented into

their atomic components. However, we propose a probability-based self-similarity detection which

is able to recognize similar ornaments with minimal user intervention [ 81]. Moreover, we present

an ef�cient annotation process for Peruvian [ 82] and Greek (Geometric) [ 83] pottery, which will

provide a valuable starting point for future efforts towards further automation. For the prior, we

also provide an initial benchmark dataset with 82 annotated objects, which is publicly available.

RQ3: “How can interactive visualizations support an expert user in discovering (new) inter-object

cross-correlations and links?”

The high potential of interactive visualizations of large sets of objects has also been recognized in

the CH community [ 21]. Different object traits are interesting for the computation of similarity

clusters. Even though the subject of high-dimensional data analysis and visualization has been

studied extensively [ 84], with techniques such as dimensionality reduction, projection schemes,

parallel coordinates or speci�c interactive lenses, they generally assume that each object can be

described by a real-valued vector. A problem with CH objects is that only some of their traits

can be meaningfully expressed by a single scalar value, but most of them are either categorical

(painting style, culture, epoch), or abstract ( e.g., shape, ornamentation). Hence, the majority of
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established data visualization techniques are not directly applicable. Some approaches have

been presented, speci�cally for CH applications, that combine two traits into an integrated

visualization system [ 44, 50], but they are tailored explicitly to certain use cases and cannot be

extended to support an arbitrary number of traits. Yet, at the same times, some correlations

could only be unveiled through the consecutive analysis of several traits.

We present a scalable interactive exploration system [ 56] which supports that via a linked

view concept. Correlations can be revealed by means of alluvial �ows in-between views, which

are displayed based on a selection or by an automatically determined correlation measure.

RQ4: “How can the generation grammar, intrinsic to repetitive ornaments in vase paintings, be

leveraged for the detection and the reconstruction of missing sequence parts?”

Several works have been presented regarding the reconstruction of CH objects [ 6, 22]. In terms

of ceramics, many completion techniques leverage the rotational symmetry typical for such

objects [23–25], while some `hole �lling' concepts [ 26–28] try to �ll holes based on the local context.

All these methods have in common that they deal with the geometric completion of artifacts,

while the textual completion seems to have received less attention [ 29–31].

We make a �rst step towards closing this research gap by proposing an approach for the

automatic textual completion on 3D vessels [ 58]. More speci�cally, we investigate vessels ex-

hibiting repetitive ornaments with some degree of arrangement (alternating pairs, checkerboard

arrangements, etc.). By determining their generation grammar, we can detect gaps in a sequence

and can present a hypothesis of what the missing texture parts could look like.

1.3 Scope of the Thesis

The scienti�c groundwork for this thesis was conducted from December 2018 till May 2022 at

the Institute of Computer Graphics and Knowledge Visualisation (CGV) at the Graz University

of Technology within the project “Crossmodal Search and Visual Exploration of 3D Cultural

Heritage Objects” (CrossSAVE-CH 1, SEC. 1.3.1). The broad spectrum of topics resulted in a

total of 13 peer-reviewed publications [ 42, 55, 56, 58, 72, 73, 78, 80–83, 85, 86] submitted to

relevant international workshops and journals. The core of the thesis is based on 7 of them [ 56,

58, 73, 80–83] and comprises contributions to the �elds of Computer Vision and Visualization

but also Applied Informatics , i.e., the application and evaluation of methodologies for a speci�c

domain (CH in our case). Within the �eld of CH, the research was focused on ancient pottery

of classical Greek and Peruvian societies. The decision to focus on this kind of objects results

from the availability of data (which is abundant for pottery) as well as the existence of relevant

use cases regarding search and exploration. That is, the researched methods and techniques are

purely `object-based', meaning that things like the reconstruction of CH sites, analysis of GIS

1https://www.tugraz.at/institute/cgv/research/projects/crosssave-ch/
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data, geophysical methods, etc. are beyond the scope of this thesis. Also, the conducted research

was experimental in the sense that the development of a shippable software tool for everyday use

was no goal of the project. Extensive usability testing with probands from without the project

environment remains a future work item. Nonetheless, several prototypes and tools have been

developed, some of which are publicly available 2, that can be used by other researchers for future

endeavors.

1.3.1 The CrossSAVE-CH Project

The CrossSAVE-CH project was a three year interdisciplinary research project in collaboration

with the Institute of Archaeology at the University of Graz and the research group for Pattern

Recognition, Indexing and Social Media Analysis (PRISMA) at the University of Chile, funded

by the Austrian Science Fund (FWF), grant no. P31317-NBL. The main research focus of this

project is the searching, comparing, and visual exploring of 3D CH objects. A particular focus was

on cross-modality with queries, including 3D models, images and sketches, and search spaces

composed of 3D models, images, documents, drawings and metadata. Because of the oftentimes

incomplete nature of CH objects, partial retrieval methods should be researched with the ultimate

idea that a user can complete an incomplete 3D query with a sketch. Another focus of the project

was the development of novel collection visualization techniques, as well as their evaluation

using relevant archaeological 3D object and document data.

1.3.2 Research Approach

Within the �rst half of the project runtime, the research focus was on 3D object retrieval with an

incomplete-3D-object-plus-sketch hybrid as a query. We initiated the project work by surveying

related work pertaining to the topics 3D object retrieval [ 87], cross-modal retrieval [ 5, 20, 33, 36,

37, 88–93], and feature descriptors for 3D objects [ 60] as well as images [ 94, 95]. At the same time,

we worked at building a multimodal pottery database for experimentation, which comprised a low

number of 3D models provided by different national museums, as well as a signi�cantly higher

number of photographs which we obtained from online repositories and printed publications.

From the data situation, it was clear that the primary data modality of the search space will

be photographs. Hence, our design concept was inspired by established view-based retrieval

approaches [88], which transfer a 3D query object into image space using rendering. We followed

a similar design principle for a �rst prototype implementation in order to bridge the modality gap

between the query and search space. With the query and database having the same modality, an

important decision was the selection of an appropriate feature descriptor for comparison. To this

end, we experimented with several color [ 96], texture [ 97], gradient [ 94] and shape-based [98,

99] feature descriptors, as well as learned image features. For the latter it was established that

2http://datasets.cgv.tugraz.at/pattern-benchmark/
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the features obtained with off-the-shelf image networks [ 100] are not suf�ciently descriptive

for the data at hand, while a from-scratch training of a network or transfer learning was not

applicable due to a lack of available training data. From the compared concepts, a mixture of

shape and color-based features yielded the most promising results. For evaluation purposes, we

rely on synthetically fractured query objects, following the idea of Banterle et al. [91], who also

use a Voronoi fracturing of inputs to this end.

During the experiments on the sketch plus 3D query hybrid, the relevance of textual infor-

mation – in particular the search for semantically similar scenes – for the retrieval of pottery

artifacts was recognized. A survey of the related work in this regard showed that the automatic

semantic analysis of depicted scenes on vase paintings has not received much attention to date.

As a starting point, we oriented ourselves by object detection techniques used in other domains.

In the absence of any training data required for deep-learning based methods, it was established

that a combination of both sematic segmentation [ 101, 102] and a segment-wise similarity mea-

sure based on shape and color [ 99] yielded the best results. While this concept proofed to be

ef�cient for the similarity retrieval of depicted living beings (humans and mythological creatures),

which are commonly featured by Attic pottery (S EC. 1.1), very simplistic ornaments which are

the atomic building blocks of Geometric era vase paintings or appear as background �lling on

Attic pottery turned out to be a limitation for the semantic segmentation as they are frequently

intersecting each others. Yet, for this kind of problem, a sliding window con�dence computation

together with a Non-Maximum Suppression (two established techniques from the �eld of object

detection) were able to provide promising results for several use cases. However, in general, the

problem appeared to be far from being solved and most likely not being solvable with conventional

methods. Hence, our focus shifted towards the application of deep learning techniques. To address

the issue of unavailable training data, we compiled a set of labeled training data on ourselves,

which involved the development of specialized annotation tools. The annotation collection was

published, together with these tools and an evaluation metric, since similar efforts [ 103–106]

have shown that the availability of benchmark datasets fosters the ambition of fellow researchers

in �nding solutions for a given problem. In the following we also experimented with recognition

and classi�cation based on CNNs by focusing exclusively on Geometric ornaments, a `smaller'

problem with a �xed number of distinct pattern classes given in a hierarchic taxonomy [ 17].

Interactive visualization was a focal point in the second project half. To this end, existing

concepts [43–51] for visualizing large sets of CH artifacts were investigated. Especially in�uential

was the 2019 survey of Windhager et al. [107] who re�ect on the state-of-the-art of techniques for

the visualization of digital CH collections. From that, it was determined that there is a research

gap pertaining to the concurrent visualization of collections along an arbitrary number and

combination of attributes. We developed a concept to this end, following the design triangle model

by Miksch and Aigner [ 108]. The main idea behind this model is to consider data , users, and tasks

which determine the visual representation and interaction methods for given analysis scenarios.
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With a web-based prototype implementation, we evaluated several prede�ned archaeological

tasks.

A �nal concluding research objective, we focused on towards the close of the project, is the

topic of reconstruction. Even though this topic was not within the scope of the original project

description, we found that the annotated patterns resulting from the benchmark dataset can be

readily used to discover missing pattern entities. While many approaches have been presented for

the geometric completion of CH artifacts [ 6, 23–28], the textual completion of repetitive surface

patterns appeared to be a novelty. Preliminary experiments in this direction indicated that a

detection of a pattern sequence's inherent grammar can be used to detect gaps in the sequence,

while a texture hypothesis for these regions can be generated using a machine-learning-based

statistical model.

Over the whole project duration, the relevance of concepts for archaeological use cases was

revised on a regular basis, with reoccurring discussions and design reviews with the archaeo-

logical partners from the University of Graz. Part of these meetings were the interaction with

experimental prototypes. Those were developed following loosely the linear waterfall software

development process by Royce [109], including the phases `Requirements', `Analysis', `Design',

`Coding', `Testing', `Operations'. The last two phases did, however, play an insigni�cant role in our

case, since the development of shippable software was beyond the scope of the project.

1.3.3 Collaboration Statement

Conducting the necessary scienti�c work for writing up a thesis all by oneself is an insurmount-

able task, but many people are involved in the process of collecting ideas, reviewing relevant

related work, revising paper drafts, etc. In short, all the different tasks pertaining to the creation

of scienti�c papers. Stated in the following are all colleagues and collaborators who contributed

to the work of this thesis in one way or another. This thesis would not exist without them.

Prof. Dr. Tobias Schreck from the Graz University of Technology is the supervisor of this

thesis. He is head of the CGV, the institute where this thesis was written, and also project

lead of the CrossSAVE-CH project, which constitutes the thematic framework for the

presented work. He contributed with the conceptualization and the writing of all papers [ 42,

56, 58, 72, 73, 80–83, 85, 86] which emerged within the project and established valuable

research connections to colleagues from the University of Graz as well as the University of

Chile, resulting in several successful paper projects.
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Besides the above mentioned, several others contributed either directly or indirectly. That is,

many of the developed concepts have been the result of feedback and discussion with various

colleagues in the ongoing research seminars at the CGV while valuable input has also been

provided by Prof. Dr. Kai Hormann from the Università della Svizzera italiana, Prof. Dr. Niloy J.

Mitra from the University College London, and Dr. Paolo Cignoni from the Istituto di Scienza e

Tecnologie dell'Informazione within the Doctoral Consortium at Eurographics 2019 3, the 40th

Annual Conference of the European Association for Computer Graphics.

1.4 Structure of the thesis

The current chapter is followed by two introductory chapters before C HAPTER 4–8 comprise the

core technical contributions. Each of those chapters is based on one or more of our publications,

which are outlined in a gray box at the beginning of a chapter. Due to the broad range of topics

covered in this thesis, related work as well as a delineation of our contribution is stated in

the individual technical chapters. They are grouped into four parts corresponding to the four

main topics `Shape-based Retrieval' (P ART I ), `Texture-based Retrieval' (P ART II ), `Visualization'

(PART III ), and `Digital Restoration' (P ART IV ).

In short, the chapters contain the following:

CHAPTER 2 provides references to all the sources used to obtain the CH used in our experiments

while also re�ecting upon the different data modalities and describing how some types, e.g.,

3D models, can be obtained.

CHAPTER 3 describes the preprocessing steps to which some types of raw input data are typically

subjected to. The chapter outlines different methods for �attening 3D shapes and gives

an overview of image segmentation techniques, as well as their application to the data at

hand.

CHAPTER 4 discusses the CBIR based on 3D queries. To this end, two orthogonal approaches

are presented. First, a purely 3D based method [ 42] where a 3D model of a vase is compared

against a database of 3D models with a customized descriptor. Second, the novel 3D+Sketch

method [ 72, 73] which also supports cross-modal and partial retrieval efforts.

CHAPTER 5 presents a method [ 80] for the retrieval of typical scenes (warrior departure, wed-

ding scenes) depicted in vase paintings by means of a query-by-example concept.

CHAPTER 6 is concerned with the ornamental information of vase paintings – i.e., all the

components of vase paintings which do not qualify as motif or background. In this regard,

a method for the automatic recognition of such ornaments [ 81] is presented alongside

interactive annotation concepts [ 82, 83].

3https://www.eurographics2019.it/index.php/for-submitters/doctoral-consortium/
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CHAPTER 7 is focused on visualization and presents our concept of an interactive exploration

system [56] for multimodal data.

CHAPTER 8 covers the topic of digital restoration with a particular focus on the topic of textual

restoration, for which a novel method [ 58] if discussed.

CHAPTER 9 closes the thesis with a summary of all contributions, as well as a discussion of

limitations and open research questions.

The convention for mathematical notations is outlined in A PPENDIX A. Note that the scope of

used symbols is limited to the chapter they appear in.
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Relevant digitized data can be obtained from various sources and is given in different data

modalities ( c.f. F IG . 1.2). In domain publications, for example, the information on a speci�c object

is commonly given as a set of photographs together with textual descriptions and – in rare cases –

archaeological drawings of the vase paintings. S EC. 2.1 presents the different data sources used

to obtain the relevant object information necessary for experiments, while S EC. 2.2 discusses in

detail the modalities they appear in. Finally, S EC. 2.3 concludes the chapter with a discussion of

the techniques used for the acquisition, i.e., the processes involved in transforming the raw data

into structured object records, such as the segmentation of printed pages or the crawling web

resources.
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2.1 Data Sources

The long-time preservation of scienti�c data is an essential objective for all scienti�c �elds. For

our purposes, the most easily accessible data source is online repositories, as they provide data

already in a machine-readable and structured manner. Also, suchlike provided data usually

does not exhibit any digitization artifacts, such as, e.g., rasterisation artifacts in cases where

printed photographs are scanned or erroneous translations if images of texts are converted into a

machine-readable representation. However, on the downside, much pottery-related data is only

available in printed publications, with the original digital copy not being released by the publisher.

As this is the only form of documentation for a large part of excavated artifacts, this type of source

cannot be ignored. Yet another source of data is the peer-to-peer exchange with fellow researchers.

Within our close cooperation with archaeologists working in the �eld of ancient pottery and its

digitalization, we have access to several sets of scanned 3D objects provided by the courtesy of

several national museums.

2.1.1 Repositories

Our work's most pivotal web repositories are the already mentioned BAPD and the CVA Online.

The CVA Online [ 18] is an open-access digital element of the CVA project ( c.f. SEC. 2.1.2), which

offers several of its print fascicules in a digitized manner. It started with approximately 250

fascicules in 2000 and contains today more than 350. Digitized text pages and plates (the pages

in the second half of a volume containing the photographic information) can be reviewed and

browsed through the site. Illustrations and other selected content have also been merged with

the BAPD.

The BAPD is the world's largest repository of ancient Greek pottery, featuring almost 130,000

records with about 250,000 images. It originates from the physical Beazley Archive, located in

Oxford's Classical Art Research Centre. The data has been collected from museums, auction

houses, and digitized volumes of the CVA series and comprises mostly pots produced from the

6th to 4th century BCE in Athens [ 8].

There are also many other repositories, mostly curated by museums, a selection of which

is listed in T AB . 2.1. Besides references, the table also shows the data modalities featured by

the respective collections. Even though this list is by no means encompassing nor extensive –

additional online sources are stated by Kurtz et al. [40] and Scopigno et al. [52] – we can observe

that almost all repositories comprise at least metadata and photographs. Textual descriptions

and 3D data appear to play a less signi�cant role. We attribute this to the fact that the display of

3D models in a browser is substantially more complex than the display of photographs, since it

usually requires more data to be transferred. Also, not yet all browsers and platforms support 3D

viewers.
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2.1. DATA SOURCES

TABLE 2.1. A small selection of online data sources from different museums and research facilities, as
well as the data modalities used for documentation: text, metadata, drawing, photograph, and 3D model.

Resource Te
xt

M
et

ad
at

a

D
ra

w
in

g

P
ho

to
gr

ap
h

3D

CVA Online [ 18]
BAPD [ 8]
Athenian Agora Excavations, American School at Athens [ 110]
Corinth Excavations, American School at Athens [ 111]
British Museum [ 112]
Musuem of Fine Arts, Boston [ 113]
Ure Museum of Greek Archaeology, University of Reading [ 114]
The J. Paul Getty Museum Collection [ 115]
Ashmolean Museum, Oxford [ 116]
Digital Archaeological Archive of Comparative Slavery [ 117]
Europeana [ 118]
3D Kulturdatenbank, Landessammlung Niederösterreich [ 119]
The Virtual Hampson Museum [ 120]
Sketchfab † [121]
† Sketchfab is not dedicated to the hosting of currated CH data but any 3D data, which can be uploaded by users.

However, it nonethelss features a large amount of high quality 3D CH objects – some of which are artistic designs,
but others are valid models scanned from real artifacts.

2.1.2 Print Volumes

The most crucial resource for high-resolution photographic data is the fascicules of the CVA

project, a research project by the Union Académique Internationale, started in 1922. While

there are dedicated publications documenting individual CH artifacts in depth [ 74], the CVA

fascicules provide thematically grouped collections in a reasonably structured manner and follow

established conventions, thus allowing the application of automatic data extraction techniques

(SEC. 2.3.1.1). To date, more than 400 fascicules from 24 countries have been published, document-

ing more than 100,000 vases. Even though most of those fascicules are also freely accessible in

the CVA Online, the quality of the scanned pages, most of which were obtained in the early 2000s,

is relatively poor. I.e., most pages exhibit visible grain and even artifacts of paper texture and

are thus only marginally usable for image-based retrieval methods. Also, while irrelevant for a

human user, the presence of watermarks compromises unsupervised methods for data extraction

and feature computation. Consequently, we mainly relied on a set of fascicules available to us in

physical form and previously scanned by our project partners. T AB . 2.2 shows our selection of

CVA volumes for photographic data. In total, we extracted 3,340 photographs belonging to 1,173

separate exhibits. We focused on Geometric pottery and selected especially recent installments,

as they exhibit a generally superior photo quality.
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TABLE 2.2. Delineation of photographs extracted from different CVA fascicules and the BAPD. In cases
where data for a fascicule was extracted from both sources, the object records were merged using the plate
and �gure number of a photograph as a unique identi�er.

Source

Resource Year P
ho

to
gr

ap
hs

O
bj

ec
ts

C
V

A

B
A

P
D

CVA Karlsruhe 1 † [122] 1951 19 15
CVA München 3 † [123] 1952 139 68
CVA Kassel 1 † [124] 1972 363 146
CVA Louvre 16 [ 125] 1972 162 54
CVA Würzburg 1 † [126] 1975 92 38
CVA Tübingen 2 † [127] 1979 87 39
CVA Athens 5 [ 128] 2002 302 81
CVA Metropolitan Museum 5 [ 129] 2004 277 112
CVA Erlangen 2 [ 130] 2007 534 162
CVA Göttingen 3 [ 131] 2007 672 200
CVA Berlin 10 [ 132] 2009 645 213
CVA München 16 [ 133] 2010 556 55
CVA Oxford 4 [ 134] 2010 363 168
CVA British Museum 11 [ 135] 2010 363 206
CVA Jena 1 [ 136] 2011 479 109
CVA Berlin 13 [ 137] 2013 386 62
CVA Dresden 2 [ 138] 2015 558 88
CVA Bonn 4 [ 139] 2016 276 93
CVA Berlin 17 [ 140] 2018 595 113
† Only plates containing geometric pottery have been extracted.

Another print volume that we used for building a taxonomy of Geometric patterns is the

Ornaments of Geometric Vessels (in German) by Kunisch [ 17]. The volume comprises a total of

776 distinct pattern classes collected from object depictions from more than 50 different domain

publications. The entries in this publication were also extracted automatically (S EC. 2.3.1.2).

2.2 Data Modalities

In the following, the data modalities relevant to the presented methodologies – text, metadata,

drawing, photographs (gray, colored), and 3D models – are brie�y described. This list is by no

means encompassing since other modalities, such as video, sound, and 1D data (time series,

digitized voice, or music), exist. However, they play an insigni�cant role in archaeological docu-

mentation and are beyond the scope of this thesis. The commonness of different data modalities

for CH documentation is also discussed by Windhager et al. [107].
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2.2.1 Texts

Texts were primarily extracted from CVA fascicules. Usually, the running text sections in a

fascicule's �rst half are structured so that one paragraph refers to one plate. Textual information

can contain, but is not limited to, where similar objects are published, characteristics of a vessel,

and (if it is present) a description of the vase painting. Generally, these descriptions are non-

standardized and unstructured, describing either the object as a whole or referencing certain

parts, e.g., a vessel's shoulder. The texts also contain information on which photographs belong to

which object, allowing to establish image-to-object relations automatically. The descriptions lack,

however, any direct reference to speci�c regions of a photograph. A challenge inherent to the CVA

fascicules is that texts are in the of�cial language of the country where it is published. Hence,

they comprise many languages, complicating the problem of automatic processing and computing

text similarities.

2.2.2 Metadata

The objects featured in the BAPD can contain up to 13 (optional) entries on an item's context,

custodianship, and coverage in existing publications, among others. According to Orton [ 141], the

four most essential object properties for pottery research are date, distribution, functionality, and

state of preservation. Martínez-Carrillo [ 59] similarly states the importance of the spatial and

temporal context for ceramic analysis. The structured metadata used within the scope of this

thesis was obtained from the BAPD, where it can be easily extracted from the HTML structure

of object records. Different properties are presented as key-value pairs and often contain the

�elds (i) `Fabric', an object's cultural context, (ii) `Technique', the painting style such as black

�gure or red �gure, (iii) `Provenance', an object's provenance, (iv) `Date', the assumed date of

production, (v) `Decoration', a short description of the vase painting, and (vi) `Publication Record',

the references to publications the object is featured in.

2.2.3 Pro�le Curves/Archaeological Drawings

Pro�le curves are an obviously well-suited modality for documenting a vase's shape due to the

rotational symmetry of such wheel-manufactured objects. Hence, they have been the method

of choice to this end throughout the history of pottery research. In archaeological publications,

such formal descriptions of ceramic shapes usually consist of a bipartite artistic representation

of a vase, where one half depicts the artifact as a solid object (sometimes with additional cues

regarding the vase painting), while the other half shows a slice through the rotational solid,

illustrating the different wall thicknesses along the pro�le curve (F IG . 2.1). If the vase exhibits

appendages like handles, cross-sections of them as well as codes referring to their type, number,

and position, can accompany the pro�le drawing [ 141, p.192-193]. Orton [ 141, p.196] describes

the process of manually obtaining a pro�le curve as follows: “The vessel pro�les are �rst digitised
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using a digitising tablet and the data standardised to the same height, thus eliminating the

overall size as a factor and enabling researchers to concentrate purely on the shape element.”

For varied shapes, the procedure is repeated at different radial slices to account for minor local

variations before the interpolation between these results is taken as the �nal pro�le curve. If a 3D

model of a vase is available, the pro�le can also be determined automatically (see, e.g., SEC. 4.3).

However, experiments by Stephan Karl (F IG . 2.1) showed that the increased accuracy of pro�le

curves obtained with digital methods is beyond what is relevant for pottery research. I.e., pro�le

drawings are not only the most frequently used method for shape description in historical

documentation, but also constitute the state-of-the-art.

F IGURE 2.1. Most drawings of vase shapes combine a representation of the solid of revolution (left-hand
side) with optional details about the vase painting and a slice-through (right-hand side), illustrating the
various wall thicknesses. The overlayed red outlines constitute the pro�le cross-section obtained from 3D
data. ( Image source: Stephan Karl )

The creation of scienti�c drawings of vase paintings is an essential practice in archaeological

research and documentation. Over time, the nature of such drawings changed alongside their

intended application. While iconographic studies were the focus of initial research efforts, more

modern approaches pioneered by the Italian Giovanni Morelli focus on classifying individual

artists and workshops [ 10, 142]. This also resulted in a shift in the creation of archaeological

drawings, which were formerly interspersed with borrowed fashions, idiosyncratic habits, and

mistakes, towards more precise representations ( e.g., F IG . 6.17). Traditional approaches for the

creation of such drawings include manual drawings using pen and paper, either directly on the

physical surface using tracing paper or from photographs [ 142]. Modern approaches also make

use of 3D digitized artifacts, which allow contactless analysis and documentation using so-called

unwrapping techniques [ 55].
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2.2.4 Photographs

Photographs are the data modality with the vastest amount of available data since they are

comparably effortless to produce and have been a means of documentation for decades. The

photographs used in our experiments are obtained from two different sources – the CVA and

the BAPD. From the CVA, we used 19 fascicules, illustrating a wide range of different vessel

types in color as well as grayscale. T AB . 2.2 outlines a breakdown of the number of photographs

obtained from different sources and the number of objects they can be attributed to (as one object

is typically represented with more than one photograph).

Unfortunately, the relation of photographs to individual objects is non-trivial to extract

automatically, as this information can only be learned from the relatively unstructured running

text. However, a photograph is unambiguously identi�ed by its plate and �gure number. Hence,

we can leverage our second source of information, the BAPD, which provides object-based records

that contain the information where an object is published in a (semi-)standardized manner. E.g.,

the string “Corpus Vasorum Antiquorum: BERLIN, ANTIKENSAMMLUNG 13, 53-54, BEILAGE

10.1, PL.(4531) 38.1-5” 1 denotes that the object in question can be found in CVA Berlin 13 [ 137]

and is represented with �gures 1 to 5 on plate 38. Based on that, we can automatically piece

together image-to-object relations. F IG . 2.2 shows a randomly selected sample of the so compiled

database. Note that it features not only photographs depicting objects from canonical views,

F IGURE 2.2. A small sample of the search space comprising almost 7 ,000 photographs. Besides depictions
from canonical views, they also comprise closeups of details/motifs or photographs of sherds.

but also several close-ups of speci�c details or photographs of sherds. Additionally, 1,548 object

records with a total of 3 ,471 photographs were extracted from the BAPD together with structured

metadata.

1www.beazley.ox.ac.uk/record/2E49939D-7550-4278-AC5F-9C9BE2941B04
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There is also a potentially high number of tourist photographs of display cabinets available

on different image-sharing platforms. For the scope of this thesis, however, such image sources

have been omitted since they are not photographed in the standardized manner of archaeological

photographs, i.e., they often show multiple objects with distracting gradients in the background.

2.2.5 3D Models

Today, high-resolution textured 3D models can be obtained from contact-less acquisition methods

like Structure-from-Motion [143] or Structured Light Scanning [144]. The representation of 3D

shapes is a research �eld in its own right and includes concepts like implicit surfaces , unstructured

points (point cloud), and polygonal meshes ( e.g., triangle meshes), among many others [ 145, 146].

The most common formats for archaeological pottery research are either high-resolution triangle

meshes with vertex colors [ 74] or coarser meshes with texture maps [ 42]. Untextured meshes are

also used for other CH content [ 119] if the texture is irrelevant.

The 3D models used within this thesis are provided by courtesy of the Karl Franzens Uni-

versität Graz (KFU), the Landesmuseum Kärnten (LMK), the Universalmuseum Joanneum

(UMJ), and the Kunsthistorisches Museum Wien (KHM). They comprise high-resolution 3D scans

with vertex colors, representing pottery from the Geometric period (c. 9th - 8th century BCE) to

the Classical period (c. 5th - 4th century BCE). An extensive collection of pottery objects from

pre-Columbian cultures in Peru with varied geometry and artistic styles, captured by the Museo

de Arqueología Jose�na Ramos de Cox (MAJRC) in Lima, Perú, has also been available as part

of a recent shape retrieval contest [ 42]. The models, given as textured triangle meshes, were

manually oriented such that the rotation axis is co-aligned with the Y -axis. Furthermore, all of

them were simpli�ed to consist of about 40,000 triangles.

TAB . 2.3 provides a listing of all available 3D objects by their source. All registered artifacts

are assigned an inventory number, a combination of the abbreviated venue name combined

with a sequential alphanumeric identi�er, e.g., KHM IV 1 for the pitcher featured in F IG . 4.11.

These numbers uniquely identify an object and are used throughout the thesis to refer to speci�c

artifacts.

2.3 Acquisition

With `acquisition', we do not refer to the capturing techniques used to obtain archaeological data.

However, to this end, we point to respective archaeological literature for producing drawings [ 141],

photographs [ 53, 54, 147], and 3D models [ 143, 144]. In contrast, this section discusses the steps

necessary to extract textual and �gurative information from (unstructured) documents and group

these data items according to their af�liation to a particular object (S EC. 2.3.1). I.e., the process

of transferring raw data into a `per-object' data structure. The situation is different for web

repositories (S EC. 2.3.2), another rich source of information, which provides object information
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TABLE 2.3. An overview of the different sources for the 3D models, used throughout the thesis.

Resource Abbr. Objects Colorization Example

Universalmuseum Joanneum UMJ 10 Vertex Colors

Landesmuseum Kärnten LMK 17 Vertex Colors

Kunsthistorisches Museum
Wien

KHM 11 Vertex Colors

Karl Franzens Universität
Graz

KFU 10 Vertex Colors

Museo de Arqueología Jose�na
Ramos de Cox

MAJRC 938 Texture Maps

3D Kulturdatenbank
Landessammlungen
Niederösterreich

- 53 -
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usually in an already structured manner. In this case, tools and libraries can be used to acquire

portions of a database automatically.

2.3.1 Data Extraction from Archaeological Volumes

In the following, we discuss automated work�ows for extracting the �gural information contained

in CVA fascicules as well as all the information pertaining to Geometric patterns from Ornaments

of Geometric Vessels[17]. To this end, we employ basic computer vision techniques combined with

a set of simple heuristics.

2.3.1.1 Plate Segmentation of CVA Fasciles

The �gural data in the CVA fascicules is contained within the last half of the documents on

dedicated pages, referred to as `plates'. To obtain the individual photographs of such a plate,

we use a segmentation (more on that in S EC. 3.2) approach. The idea behind this process is

to transfer the image of a plate into a binarized representation, where connected components

correspond to the individual images. Initially, the raw plate image (F IG . 2.3(a)) is converted to

grayscale and subjected to an intelligent histogram adjustment, which sets all pixels within the

top- and bottom 4% of intensities to the respective maximum and minimum intensity values.

That ensures that the pixels of the almost white plate background are located on the high end of

the color histogram, permitting the application of a tight threshold for generating a binarized

image. F IG . 2.3(b) shows an exemplary result of this step. We can see (red and blue closeups) that,

in some cases image numberings or noise in the inputs account for sprays of white pixels between

images, blending the components together. We counteract this unwanted behavior by applying

an opening transformation with a small rectangular structuring element. A subsequent closing

transformation with a slightly larger kernel size reunites components that belong together while

still maintaining the desired gaps between components belonging to different images. Based on

this result, the connected components with 8-way connectivity are determined. The bounding

boxes around the component labels are used as extraction masks (F IG . 2.3(c)) after ruling out too

small components whose bounding boxes take up less than 0.5% of the overall plate area.

In addition to the depictions themselves, we extract the associated �gure number, which

uniquely identi�es them. In most cases, these numbers are located below and either centered or

on the left-hand side of their associated image. A small image segment of the assumed location is

used as input for an Optical Character Recognition (OCR). To this end, we apply the Tesseract

Open Source OCR Engine [ 148]. If no string is found or the string does not �t the expected format

of numerical characters, the segment is enlarged until a valid string is found or the segment

exceeds a prede�ned threshold size relative to the plate size.
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(a) Input (b) Binarization (c) Masks

F IGURE 2.3. A typical plate [ 134, pl.2] (a) is binarized by thresholding (b). Noisy artifacts are removed by
morphological opening (red section in (b)) and tiny components are merged with morphological closing
(blue section in (c)). Bounding rectangles around detected contours (c) are used as extraction masks.

2.3.1.2 Pattern Taxonomy Extraction from Print Volume

The Geometric pattern taxonomy by Kunisch [ 17] comprises a total of 776 distinct pattern classes

collected from object depictions from more than 50 different domain publications. They have been

grouped into 6 major – e.g., rectangular ornaments – and 20 minor groups. A speci�c pattern class

is generally documented by:

• A representative black and white drawing of the pattern, usually closely resembling one of

the related examples on a real artifact;

• A textual description, consisting of different labels referring to certain properties of the

respective pattern, like `hatched', `vertical', etc., in up to �ve different languages; and

• (Optionally) literature references to publications depicting objects the pattern appears on.

This format is not entirely consistent, though, as several descriptions refer to multiple pattern

drawings. As the book was not available in digital format, the contents were extracted from the

scans of a printed version using basic image and text processing techniques. In the �rst step,

all text depictions were purged from the binarized pages with a morphological erosion, leaving

only the �gures containing the pattern drawings (F IG . 2.4, blue). After cutting out all �gures and

�ood-�lling their respective rectangles with white, all remaining non-white areas were quali�ed

as `text blocks' (F IG . 2.4, yellow) and extracted as well. The �gures were automatically segmented

into individual pattern drawings (F IG . 2.4, red) by employing the connected component analysis

method [ 149], implemented in the OpenCV computer vision library 2, together with simple

2https://opencv.org
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heuristics. The same procedure was used to segment the text blocks into individual pattern

descriptions (F IG . 2.4, green). The �gure captions, combined with their respective sub�gure

captions, were leveraged to link the drawings with their respective descriptions. OCR [ 148] was

used to transfer the rasterized text into a machine-readable form. All in all, about 90% of the

entries were segmented, translated, and linked correctly with these methods, while the rest was

�xed manually.

F IGURE 2.4. One characteristic double page from the geometric pattern taxonomy by Kunisch [ 17, p.66-
67]. The �gures (blue) and text blocks (yellow) were detected and extracted automatically and further
segmented into pattern drawings (red) and descriptions (green), respectively.

2.3.2 Crawling of Web Resources

Web repositories are an ideal source of information, as they provide object information in an

already structured manner. I.e., most of them provide dedicated detail pages for individual object

records comprising photographs, 3D models, free text descriptions, and structured metadata.

The Document Object Model (DOM) of such an HTML page can be leveraged to automatically

extract the displayed information and link it to speci�c object properties through a combination

of parsing 3 and a set of well-de�ned heuristics. Regular expressions applied to search results can

be used to obtain the links to different detail pages, while dedicated software packages 4 can be

employed to retrieve them.

Within the scope of our project, a combination of such low-level web crawling techniques was

used to compile a total of 1,424 object records with 6,955 images and associated metadata from

the BAPD.

3https://www.crummy.com/software/BeautifulSoup/
4https://www.gnu.org/software/wget/
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As indicated in F IG . 1.2, some data needs to be further processed before it can be used for speci�c

domain applications. These preprocessing steps are varied and depend on the data modality. In

terms of 3D data, this involves, for example, mesh cleaning actions like removing non-manifold

edges, isolated pieces, degenerated faces, and self-intersecting faces, as well as closing holes and

correcting normals. When used for retrieval, 3D models are usually subjected to several normal-

ization steps, such as translation (to the origin), scaling, orientation along the principal axes,

denoising, and �ipping [ 87]. In pottery research, other domain-speci�c tasks like axis estimation,

capacity calculation, feature segmentation, pro�le extraction, surface unwrapping, and pattern

segmentation also play a signi�cant role [ 55]. Segmentation is also relevant for photographic data.

Either in the form of Foreground/Background (FG/BG) segmentation, distinguishing between

pixels showing the object and pixels containing the background, but also in the form of semantic

segmentation, breaking down the patterns and motifs exhibited by the object's surface.

In the following, we discuss two preprocessing tasks in-depth, which have been pivotal for

our proposed methods: The unwrapping of 3D surfaces (S EC. 3.1) and the segmentation of

archaeological photographs (S EC. 3.2).
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3.1 Surface Unwrapping

The unwrapping of vessel surfaces is a long-standing practice in archaeology since such projections

allow us to perceive an object's vase painting as a whole, as opposed to dividing them over multiple

images exhibiting photographic distortions [ 142]. Unwrappings are not only a bene�cial format

for documentation, but also advantageous for annotation, retrieval, and automated analysis of

vase paintings. However, the `manual' unwrapping with tracing paper or the like (archaeological

drawing) is very time-consuming, error-prone, and oftentimes neither possible nor allowed due to

the fragile nature of CH artifacts. That is, if a 3D model is available, computerized methods can

be applied to this end.

The unwrapping of 3D shapes is intensively studied in the �eld of computer graphics for

applications like texture mapping or geometric modeling. Extensive surveys regarding these

topics are given by Floater and Hormann [ 150] and Sheffer et al. [151]. While computer graphics

is concerned with unwrapping arbitrary shapes, the problem can be substantially simpli�ed

for the pottery research domain since shapes can be generally regarded as revolutional solids.

This circumstance promotes the applications of methods that approximate the shape by �tting a

simple proxy geometry, e.g., cylinders [ 76], (combinations of) cones [ 75, 152, 153], or spheres [ 74].

The development of the surface of these proxies is known and can thus be used to unwrap any

given input. These techniques are implemented in the GigaMesh1 software framework. However,

such projections can lead to different types of unwanted distortions. Wang et al. [154] aim to

minimize these distortions by segmenting the surface of the input shape in a regular arrangement

of equal-sized tiles, which are then unfolded separately. Preiner et al. [77] solve this problem

in an alternate fashion by globally relaxing the stresses induced by a conventional projection

scheme using a physical mass-spring model. Later, Houska et al. [78] extended this method such

that unwrappings can also be obtained from a sparse set of canonical photographs instead of

a 3D model. To this end, they extract the object silhouettes from the individual photographs,

which are then used to estimate the shape of the displayed geometry. Based on this estimate,

each photograph is `�attened' independently before they are stitched together, and distortions

are minimized with an elastic relaxation.

Throughout this thesis, the unwrapping by Preiner et al. [77] and an adapted variant of the

cylindrical unwrapping by Karras et al. [76] are used. Both methods have their advantages and

disadvantages. I.e., the elastic relaxation should have less overall distortion, yielding visually

more pleasing results. On the other hand, it induces other non-linear distortions, e.g., straight

horizontal and vertical lines will no longer be straight in the relaxed output. For some automatic

processing tasks, it is, however, bene�cial to keep this constraint. In such cases, cylindrical

unwrapping is more appropriate. Furthermore, it has the advantage that the method is more

robust and can be computed more ef�ciently. We modi�ed the cylindrical projection proposed by

Karras et al.such that the proxy cylinder is non-linearly elongated in the direction of the rotation

1https://gigamesh.eu/
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axis relative to the arc length
Rp

1Å [r 0(z)]2 dz of the vessel's pro�le curve r (z) (F IG . 3.1). Said

results in less distortion in high-curvature areas such as the rim or the shoulder.

F IGURE 3.1. The 3D model of an Attic black-�gured amphora (left) is unwrapped with the cylindrical
unwrapping by Karras et al. [76] (middle) as well as with our adapted variant (right). The latter result
in a visibly less distorted projection in the shoulder region. The unwrapping obtained from an elastic
relaxation for the same vase can be seen in F IG . 6.20.

3.2 Segmentation

Generally, the process of segmentation splits a given input into distinct regions, representing

meaningful parts. The topic represents a broad research area with various methods proposed

over the years. Depending on the type of input, we can distinguish between the two major

groups of Image Segmentation and 3D Object Segmentation . Depending on the objective, image

segmentation can be further classi�ed into three subcategories: (i) Semantic Segmentation , the

assignment of a class label to each pixel, e.g., the class `people'; (ii) Instance Segmentation , the

detection and segmentation of distinct object instances, e.g., `person0', `person1',etc.; and (iii) the

recently proposed Panoptic Segmentation , which represents a combination of the prior two [ 101].

Various semantic segmentation methods are mentioned in Gonzalez et al. [102], including the

construction of region boundaries based on detected edges, or the growing of regions from seed

points based on texture similarity or other local image properties. Also, morphological operations

or �tting of pre-de�ned generative templates are known approaches. More recent techniques

mostly rely on the application of deep learning. I.e., Girshick et al. [155] and Sermanet et al. [156]

applied CNNs to identify candidate regions of objects within an image. Other leading works

in the �eld, which achieve state-of-the-art performances, use a Fully Convolutional Network

(FCN) architecture [ 157, 158]. CNNs, originally developed for object detection, have also shown

outstanding performance for the task of instance segmentation. E.g., Mask Region-based CNN (R-

CNN) [ 159] and Feature Pyramid Network (FPN) [ 160] are such adapted end-to-end deep neural

network architectures. Likewise, many techniques exist for 3D object segmentation [ 161], ranging

from simple partitioning schemes [ 162] to the derivation of 3D skeletons [ 163] or graph-based

approaches [164, 165].
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In general, there is no universal approach to segmentation, but it has to be guided by applica-

tion requirements, specifying, e.g., the level of detail at which segments are to be distinguished.

Within the work for this thesis, segmentation was used for three different purposes: (i) detecting

and extracting the individual photographs on CVA plates (S EC. 2.3.1.1), (ii) removing unnecessary

background information from these photographs with a FG/BG segmentation (S EC. 3.2.1), and

(iii) splitting the surfaces of painted pottery into cohesive areas corresponding to motif instances

(SEC. 3.2.2). As we use segmentation for processing large datasets, we require methods that work

entirely unsupervised and ef�ciently.

3.2.1 Object Segmentation

Even though scienti�c artifact photographs are taken under laboratory conditions with a neutral

background and favorable lighting conditions, they usually include additional scene information,

mainly in the form of shadows cast by the displayed object itself (F IG . 3.2(a)). Said is problematic

for two reasons. First, the scene information introduces additional gradients, in�uencing gradient-

based feature descriptors with unwanted information. Second, it prohibits the straightforward

detection of the object contour, which is the basis for contour-based retrieval approaches.

This problem can be addressed with a semantic FG/BG segmentation, which allows to distin-

guish between object and background pixels and lets us consequently disregard all unwanted

background information. We employ a segmentation based on the graph-cut extraction algorithm

by Rother et al. [164]. The idea of this approach is to treat an image as an unconnected graph

G Æ(V ,E) where the vertices V correspond to pixels and the edges E are used to model the

neighborhood of pixels. The edges carry a weight relative to the dissimilarity between two pixels.

The aim is to split the graph into connected components corresponding to the foreground and

background pixels while maintaining minimal cutting energy. Graph-cut approaches are typically

interactive, as initial seeds are needed to initialize the individual nodes as possible foreground or

possible background. As we require a purely unsupervised solution, we generate the initial seed

automatically based on several meaningful heuristics.

First, the input is subjected to the same histogram adjustment as the plate images (S EC. 2.3.1.1)

to enhance the contrast between object and background pixels (F IG . 3.2(b)). A thresholding is

applied to bring the image into a binarized representation. Archaeological photographs are in

grayscale as well as in color. For grayscale images, this step is straightforward. For colored

inputs, it has been found that the blue color channel exhibits the best contrast and has thus

been used for thresholding. From the example in F IG . 3.2(c), it can be seen that thresholding

alone does not necessarily result in a proper object mask. On the one hand, there are remnants

of shadows in the background that introduce artifacts in the binarization. On the other hand,

some regions on the object surface (especially those displaying motifs) are erroneously marked as

background. To overcome the prior, a morphological closing operation with a small kernel size is

applied (F IG . 3.2(d)). To address the latter, we take the convex hull of all remaining mask pixels
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as possible foreground (F IG . 3.2(e)). The resulting mask is then used as the seed for the graph-cut

algorithm, resulting in a proper object mask (F IG . 3.2(f)).

(a) Input (b) Equalized (c) Binarized (d) Morph. Opening (e) Convex Hull (f) Graph-cut

F IGURE 3.2. The raw input (a) is subjected to histogram equalization (b) and thresholding (c). With a
morphological opening, relicts of the background scenery are removed (d). The convex hull of all remaining
connected components (e) is used for a graph-cut extraction (f).

We assume that objects are generally photographed in a somewhat standardized manner [ 53,

54, 147], showing objects from canonical angles with a near orthographic projection in front of

a bright neutral background. The hyperparameters for thresholding, morphological transfor-

mations, and the graph-cut were tuned on a small representative sample of the whole image

database. Unfortunately, some photographs differ from the proposed standards and show, e.g.,

an illuminated object in front of a dark background (F IG . 3.3, left) or feature prominent drop

shadows resulting from illumination (F IG . 3.3, middle). In such cases, the object segmentation

will not work reliably. Another limitation can be caused by the depicted objects themselves if

parts of their surface exhibit a very bright colorization (F IG . 3.3, right).

F IGURE 3.3. Different edge cases limit the applicability of automatic object segmentation. Those include
divergences from proposed standards like a dark background (left), prominent drop-shadows resulting
from illuminations (middle), or object parts with a very bright colorization (right).
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3.2.2 Motif Segmentation

The aim of the motif segmentation is to further split the extracted object depictions into cohesive

areas corresponding to the outlines of the various motifs shown by the vase paintings. We refer to

`motif ' in the sense as de�ned in S EC. 5.1. Hence, ornamental bands or simple shapes appearing

as background �llers are deliberately omitted. While there are also numerous approaches for 3D

segmentation, we focus exclusively on the extraction of motifs from photographs, the modality the

vast majority of our data consists of. In contrast to the FG/BG segmentation used for masking the

background, we need to employ an instance segmentation method, since multiple motif classes

with multiple instances can be depicted on the same vase. A variety of approaches exists for this

very purpose [ 55], all of them exhibiting different data-dependent strengths and weaknesses.

Two orthogonal approaches have been applied and evaluated for the data at hand: a graph-based

approach utilizing the gradient information of a grayscale image and an approach based on

morphological transformations working on the binarized input. Prior to the segmentation, we

subject the inputs to an additional preprocessing and normalization step, which aims to enhance

the contrast between motif and background regions.

Contrast Enhancement and Normalization. With a normalization step, we bring the raw

object photographs into a standardized form so that the parameters of the subsequent segmenta-

tion can be tuned for a generalized input. I.e., this involves scaling, removing noise, enhancing

important, and discarding unimportant image information.

First, the images are scaled to a uniform height of 512 pixels which was established to be an

appropriate trade-off between ef�ciency and preservation of low-level details. After converting the

image to grayscale the primal-dual denoising algorithm by Chambolle and Pock [ 166] is applied to

reduce noise while preserving essential image features. Subsequently, the contrast between motifs

and background is maximized. Similar to the method by Otsu [ 167], we assume the presence of

two dominant color classes in the image pixels belonging to the object surface. The assumption is

based on a characteristic of ancient Greek pottery, whose surface paintings generally exhibit a

bichrome colorization (S EC. 1.1). Hence, the two intensity peaks of the grayscale histogram of the

masked object image (F IG . 3.4, top) should correspond to the mean color of the vessel surface

¹ 1 and the mean color of the motif paintings ¹ 2, respectively. ¹ 1 and ¹ 2 are estimated with a

Gaussian Mixture Model (GMM) with two components �tted to the histogram by maximizing

the logarithmic probability ln P(H jµ) of observing the histogram H given the parameters µ.

Hence, the most likely model parameters µML Æ{¹ 1, ¹ 2,§1,§2}, with covariances § are given by

µML Æargmax µ {ln P(H jµ)}. All values in-between ¹ 1 and ¹ 2 are spread linearly across the whole

spectrum with values below or above that being clipped to the respective minimum and maximum

intensities (F IG . 3.4, bottom). In the majority of cases, this process results in a signi�cant contrast

enhancement between motif and background pixels.
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F IGURE 3.4. Left: the mean background and mean motif color can be observed as two intensity peaks
in the logarithmic grayscale histogram. The locations of them ( ¹ 1 and ¹ 2) are determined by �tting a
statistical model to the histogram. Right: Spreading the histogram between ¹ 1 and ¹ 2 over the whole
intensity spectrum greatly enhances the contrast between motif and background.

Graph-cut based Segmentation. While the graph-cut segmentation by Rother et al. [164],

used for the object segmentation (S EC. 3.2.1), is appropriate for a binary separation of foreground

and background, it is not able to perform an instance segmentation. Such can be achieved with

the Ef�cient Graph-Based Image Segmentation (EGBIS) algorithm described by Felzenszwalb

and Huttenlocher [ 165]. The behavior of this unsupervised segmentation can be governed by

adjusting the minimum size of a component jCj (in number of pixels) and the dimensionless

scaling parameter k, which models a tendency towards larger components. We adjust these

parameters empirically for our image data by �ne-tuning them on a varied subset of images

(F IG . 3.5, top row). A good segmentation for most inputs is obtained with jCj Æ1,500 and k Æ1,500

(F IG . 3.5, 2nd row). In order to preserve �ne details, the resulting segments are further re�ned

individually. To this end, a segment's mask is rescaled to the resolution of the original input

image and used as a seed for the FG/BG graph-cut segmentation by Rother et al. [164], similar to

the object segmentation. Finally, segments with an extent of less than 1% of the image size are

classi�ed as segmentation artifacts and discarded.

Morphological Segmentation. Although EGBIS generally performs well for our data, it is

speci�cally sensitive w.r.t. small gaps, i.e., lines in the gradient image resulting from the �ne

stylistic strokes exhibited by speci�c pottery art (F IG . 3.6(a)). As shown in F IG . 3.6(b), this can

lead to an over-segmentation, separating the depicted Eros motif from the belonging wings. The

dichromatic appearance of ancient Greek pottery makes it speci�cally suitable for a reduction to

a binary representation. Thus, allowing for a straightforward extraction of connected foreground

components. Directly labeling the binary image of the normalized grayscale output already shows

a better preservation of the �gure's shape but has similar problems in the face of gaps, producing

a more complex silhouette as is apparent with the stylized feathers in F IG . 3.6(c). To this end,
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F IGURE 3.5. A variety of vessels exhibiting motif paintings (top) together with the instance segmentation
results obtained with EGBIS (middle) and morphological segmentation (bottom). With the latter, segments
attributed to the surface background are marked with a black label.

we apply a series of morphological operations to the initial binary image. In the �rst step, we

downscale the images to half the resolution for ef�ciency and apply a closing operation using a

small disk-shaped structure element (2 pixel radius) to �ll out �ne recurring gaps in the motifs.

As shown in F IG . 3.6(d), this reattaches the leg of the �gure and closes the silhouette of the wings.

In the second step, we add a morphological opening using a larger kernel (6 pixel radius). This

has two effects: First, it produces a safer detachment of individual motifs. Second, it smoothes

the silhouette and removes �ne high-frequency details like the Kithara element held by Eros

in F IG . 3.6(e). A connected component labeling [ 149] with 8-way connectivity is used to identify

coherent regions. Similar to the EGBIS approach, small residual segments below a minimum

threshold size (1% of the image area in all examples) are discarded.

(a) Original (b) EGBIS (c) Binarized (d) Closed (e) Opened

F IGURE 3.6. Comparison of different segmentation approaches for an Eros motif (a). The EGBIS is
sensitive w.r.t. small gaps in the gradient – i.e., the motif 's wings area. With an alternative approach, the
input is binarized with a thresholding (c) before it is subjected to a morphological closing (d) in order to �ll
small gaps and a �nal morphological opening (e), removing unwanted noise. The colorization in (c)–(e) is
the result of a connected component labeling.
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Exemplary results for this segmentation technique are given in the bottom row of F IG . 3.5,

which also shows the results obtained with the EGBIS. It can be seen that neither approach

performs optimally on all of the inputs, but either one of them has its respective strength and

weaknesses. Also, note that the segmentations do not distinguish between motif segments and

complementary background segments. Yet, classifying image segments as regions of interest and

non-interest is not trivial, and also not desirable, as it is without the scope of the segmentation

process but the task of the applications building upon these segmentations.
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The retrieval of objects based on shape was one of the core objectiveS of the CrossSAVE-CH

project and remained thus an essential research focus throughout the project duration. Since the

subject of shape-based retrieval, a subtopic of CBIR has been extensively researched for decades,

our methodologic contributions to this subject are accompanied by an extensive related work

section besides.
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4.1 Introduction

Shape is the primary property for the analysis of excavated pottery artifacts [ 168]. That is, archae-

ologists are expected to reconstruct the pro�le of a whole vessel from a single surviving fragment,

allowing one to af�liate an artifact with a particular epoch, culture, and even manufacturer [ 64].

The classical way of achieving this is the pairwise visual comparison of an excavated object with

already published artifacts. The objects described in related literature are commonly documented

with a drawing of their pro�le curve, which is (apart from clay type and painting style) the basis

for the comparison. As the number of pottery objects is enormous, the manual comparison of

all objects is not feasible, but domain researchers have to preselect from a smaller collection

of publications that are, according to their knowledge, appropriate for the object in question.

This process has several downsides. It is very time-consuming and requires skilled personnel, as

the domain researcher must maintain an encompassing knowledge base of related publications.

Yet, at the same time, there is no guarantee that potentially relevant �ndings will slip through

the radar, as it has already happened frequently. That is, oftentimes, fragments belonging to

the same artifact are strewn across several museums or collections. This state, referred to by

Disiecta Membra (eng. “scattered fragments”), results from artifacts being sold by grave robbers

or other unconventional circumstances [ 10, 169]. Rediscovering a common af�liation of scattered

fragments is a very challenging task.

In short, the need for a degree of automation in the similarity retrieval of pottery is evident.

The state-of-the-art method of documentation is a high-resolution 3D model obtained with

appropriate capturing hardware. In general, a push towards this kind of preservation could be
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observed in the last two decades [ 168], with an ever-growing amount of digitized vases. Hence,

existing 3D retrieval methods could be adopted to serve the archaeological use case. However,

for the vast majority of objects, only textual, photographic, or drawn information is available. In

order to include these objects in a similarity search, a retrieval system needs to be able to cope

with the various different data modalities ( c.f. SEC. 2.2) used in the CH domain. Tailored methods

are necessary to bridge this modality gap and ef�ciently search through a large amount of data.

Another challenge characteristic of pottery research is the incompleteness of objects. Due

to millennia of wear, very few excavated objects are whole, but the vast majority exhibit some

degree of fragmentation or are just a pile of sherds in extreme cases. That is, retrieval methods

also need to be able to cope with partial inputs, commonly known as partial retrieval in literature.

4.1.1 Information Retrieval

The process of Information Retrieval (IR) deals with the gathering of relevant entities from a

database in an effort to address a user information need . To this end, this information need

must be translated into a query – a representation understandable by the retrieval system –

to be processed by a search engine. As a result, a subset of the database's entities, which are

determined to be relevant w.r.t. the given query, are presented to the user. The core difference

to data retrieval is that (1) the obtained results are sorted by relevance, and (2) the results can

be inaccurate as the query can be vague. In contrast to data retrieval, where one false positive

in the results signi�es a failure of the system, this is no reason for concern in an information

retrieval system. On the other hand, having all entities satisfying the query (data retrieval) does

not necessarily satisfy the user's information need [ 170, 171].

In order to measure the similarity of an entity in the database to the query, we need a logical

view of said entity. For text documents, which are by far the most common modality for IR,

logical views are typically comprised of a set of keywords – words describing the document in a

meaningful manner, either obtained automatically using text mining approaches or manually by

a specialist. However, many modern archives do not only contain text documents but can comprise

a series of other data modalities, such as images (gray or colored), videos, graphs, sound (digitized

voice or music), time series (stocks or scienti�c measurements) and many more ( c.f. SEC. 2.2).

The IR performed on such multi-modal archives is referred to as Multimedia IR . The queries

used in Multimedia IR can be attribute-based , focusing on an item's associated metadata or labels

(e.g., “give me photographs which were taken in 2022”), or content-based – i.e., Query by Example

(QBE) [ 170, 171]. Prior is unfortunately not feasible for large-scale multimedia repositories

as the necessary annotated information is problematic to extract automatically but has to be

generated manually. In the context of our work, we focus exclusively on the latter, the problem of

Content-based Multimedia IR, where multimedia data itself is used as a query [ 87]. Within this

class if IR, two (extensively researched) subcategories are of particular interest: Content-based

Image Retrieval (CBIR), querying a database of images by example, and 3D Object Retrieval
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(3DOR), querying a database of 3D objects by example.

Content-based Image Retrieval. The topic of CBIRhas been extensively researched for the

last two decades. The basic idea is to match the visual content of a query image to the images in a

database. To this end, images need to be transformed such that they are represented by a vector

of numerical values in a meaningfull fashion. The process of obtaining such a Feature Vector

(FV) is the objective of a Feature Descriptor (FD), which generally aims to reduce the semantic

gap between an image's FV representation and a human's visual understanding. As there is no

universal de�nition of what makes images similar or dissimilar from a human perspective, there

are in�nitely many possibilities for designing a FD. Very many concepts have been published to

date. According to Latif et al. [172], many of them use low-level visual features, such as color,

shape, texture, and spatial layout, or combinations thereof. Additionally, we can differentiate

between global features, which are computed from the whole image, and local features, which rely

on `signi�cant' points in the image differing noticeably from their neighborhood. Most modern

CBIR approaches rely on deep learning techniques where CNNs, in particular, have demonstrated

outstanding capabilities of capturing the essence of an image.

3D Object Retrieval. Researchers to date have investigated many approaches for 3DORbased

on various similarity concepts such as shape, structure, appearance, or metadata [ 173, 174]. Yet,

not all approaches are suitable for any retrieval task. Quite the contrary, the selection of an

appropriate method depends on several factors, such as (i) ef�ciency (if the queried repositories

are large); (ii) tolerance w.r.t. noisy or fragmented data; (iii) completeness of data (c.f. partial

retrieval); and also (iv) the representation of 3D objects (there is no uniform representation

for a 3D object but several options with respective advantages and disadvantages S EC. 2.2.5).

For most applications FDs should be invariant w.r.t. differences in orientation, scale, level of

detail, and location of a 3D model since the embedding in 3D space is usually no desired notion

of similarity. That is, the FVs obtained from similar shapes should also be similar, independent

of said factors. Some FDs achieve this requirement by design if they build upon relative object

properties, e.g., distribution of surface curvature, while others require a preprocessing step to

transform all 3D objects into a normalized representation. This normalization typically starts

with an alignment with the reference coordinate system using a Principal Component Analysis

(PCA), a translation of the object's center of mass into the coordinate system origin, a canonical

scaling (e.g., to �t into the unit cube), and (optionally) a �ipping based on a moments criterion [ 87].

Based on the FD type, the normalized or original object is abstracted by a volumetric, surface,

or image representation. For the image abstraction, one or more images from speci�c views are

generated using rendering techniques and representing either object silhouettes, depth maps, or

the textured object. According to Bustos et al. [87] FDs can be categorized into statistics (basic

object properties), volume-based, surface geometry, or image-based.
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The recent success of deep learning models for image classi�cation, and retrieval in general,

has prompted for application of such models also for 3DOR. Two main approaches are followed to

input 3D object data to deep networks, representing 3D models either as a set of 2D views or as a

voxel grid. Generally, models that use 2D views surpass voxel-based models. However, the latter

may perform better if more complex neural network models are used, being much more expensive

to train and also needing a substantial amount of relevant data for training. In particular, trained

deep models have been used for feature extraction, yielding learned features [ 175]. For in-depth

descriptions of techniques, we refer to the surveys of methods using deep learning techniques

on 3D models by Ioannidou et al. [176] and Gezawa et al. [146]. Recent results show that in

the presence of suf�cient training data, learned features can outperform engineered features in

terms of retrieval and classi�cation accuracy. However, in the absence of necessary training data,

relying on engineered features incorporating domain knowledge about the expected target set is

more feasible.

The query for a 3DOR system does not necessarily need to be a 3D object. Besides searching

with a given 3D object within a set of 3D objects, one can also search with and within views

(images) of 3D objects, drawings, sketches, or videos. Sketches in particular have the advantage

that no query object or view is required and provide a natural user interface [ 69, 70]. Sketching

also is connected to modeling, and previous works have proposed modeling based on example

objects found by sketching or applying generative modeling methods detected from sketches [ 71].

If the query modality differs from the modality of the search space, they have to be transferred

into a common base modality. View-based approaches are frequently used, as views can be a

common denominator among different modalities.

Partial 3DOR. A subdiscipline of 3DOR, which is of particular interest for CH applications, is

Partial 3DOR (P3DOR). It refers to the general tasks of `whole-to-part matching' or `part-to-part

matching', with naïve solutions to both tasks having a O(n3) complexity [ 38]. Partial retrieval is

especially relevant for CH since excavated artifacts are usually fragmented. Pottery, in particular,

is frequently preserved only as a set of sherds. Several methods for P3DOR have been proposed

within the last years, as indicated by the survey of Savelonas et al. [177]. The general idea is to

employ local shape information, which can be combined into a Bag-of-Visual-Words (BoVW) to

derive global shape representations of local shape descriptors. Variants of this concept have been

successfully used in diverse applications [ 67, 178, 179] Nonetheless, P3DOR is considered a more

complex problem than conventional 3DOR, emphasized by a benchmark by Sipiran et al. [180],

who concluded that the problem is far from being solved.

4.1.2 Our Contribution

Regarding content-based retrieval, we present two orthogonal approaches for retrieving rotation-

ally symmetric pottery artifacts based on different input modalities and underlying concepts. The
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�rst concept relies solely on the 3D geometry from which a pro�le curve is extracted (S EC. 4.3).

Said is used for the pairwise similarity comparison to other 3D models. The second approach

(SEC. 4.4) is particularly well suited for retrieving incomplete 3D inputs. That is, the missing

parts of such a fragmented input are completed with a user sketch and compared against a

database comprised of photographs, leveraging geometric as well as textual information. Before

that, a detailed investigation of related work on the subject of content-based pottery retrieval,

together with a delineation w.r.t. to our work, is given in S EC. 4.2. Finally, S EC. 4.5 concludes the

chapter by summarizing our contributions and the still open research questions.

4.2 Related Work

Over the decades, many methods speci�cally for the content-based similarity retrieval of ancient

pottery have been presented. While textual searches over structured constitute the most tradi-

tional variant of retrieval, they are somewhat limited in terms of their applicability. Consequently,

content-based approaches have received steadily increasing attention. Most of them leverage

the rotational symmetry of pottery artifacts exhibited by objects across cultural and epochal

boundaries due to their unique way of manufacturing (potter's wheel). Due to this fact, most

early works focus on comparing vessel pro�les [ 20, 32–42, 59], which unambiguously describe a

solid of revolution. One signi�cant advantage of vessel pro�les is the availability of data, as it

is one of the oldest archaeological methods to capture a pottery object's shape. Hence, we �nd

an abundance of them across relevant publications to date. Their compact form for describing

a shape makes them the perfect basis for several taxonomies of vessel types [ 181–184]. Later

methods [ 5, 72, 73, 88–93, 185] are based on image data (primarily photographs) which carry

additional textual cues like color, painting style, etc. Most recently, due to more readily available

digitization hardware, 3D models, which comprise all of an object's shape and texture information,

have become the preferred data basis [ 60–67]. Also, cross-modal retrieval methods, where the

query is comprised of a modal hybrid [ 72, 73] or where the modality of the search space differs

from the modality of the search space [ 5, 20, 33, 36, 37, 72, 73, 88–93], have been investigated.

Not only can we group methods by the data modality (pro�le curves, photograph, 3D models)

used for similarity computation but also by the type of query or they or the type of data the

search space is comprised of. Regarding queries, the same data modalities, such as vessel pro�les,

photographs, videos, or 3D models, and more exotic examples like sketches or hybrids of multiple

types have been investigated. With the rapid advancement of ML-based techniques (CNNs in

particular) in all �elds of computer vision, we can also distinguish between approaches using of

deep learning approaches [ 5, 89–93] as opposed to `conventional' feature-based concepts. Several

approaches deal speci�cally with the retrieval based on an incomplete query object (P3DOR) [ 5,

32, 35, 38, 39, 41, 63–67, 89–93, 185]. T AB . 4.1 gives a structured breakdown of methods which

are covered in more depth in the following.
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TABLE 4.1. The taxnomoy of 3DOR methods for CH applications, clustered by the data basis the algorithms
are based on (vessel pro�le, image, 3D model). We also state the approaches' input modality in terms of
query and search space, which comprise the modalities Pro�le Drawing (PD), Photograph (I), Video (V)
and 3D Model (3D). Our proposed concepts are marked in bold font.
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Semantic knowledge graphs [ 32] 3D 3D (B|B)
Rule-based matching [ 33] 3D -‡ (C|C)
Non-rigid deformation analysis [ 34, 59] PD PD (C|C)
Pro�le �tting with genetic algorithm [ 35] 3D 3D (F|C)
Hierarchic PC features [ 20, 36, 37] S 3D (C|C)
Pro�le correlation [ 38] PD PD (B|B)
Local shape features [ 39] PD PD (B|C)
Discrete Silhouette [ 40] I I (C|C)
Shape Harmonics [ 41] PD PD (F|C)
Normalized Pro�le Curve (part of [ 42]) 3D 3D (C|C)

Im
ag

e

Shape and color matching [ 185] I I (B * |C)
Local visual features [ 88] 3D I (C|C)
CNN Classi�er [ 89] V I X (B|C)
CNN Classi�er [ 5, 90–93] I PD X (F|C)
Sketch-completed Query [72, 73] 3D+S I (B|C)

3D

Morphological features [ 60, 61] 3D 3D (C|C)
Depth maps [ 62] 3D 3D (C|C)
Panoramic projection [ 63] 3D 3D (F|C)
BoVW with Local shape features [ 64–66] 3D 3D (F|C)
Fisher encoding of Local shape features [ 67] 3D 3D (F|C)
Geometric and photometric features [ 186] 3D 3D (C|C)

Benchmarks [ 68] 3D 3D X + (F|C)
Benchmarks [ 42, 187] 3D 3D X + (C|C)
† The preservation state [ 59] including complete or near complete (C), fragment (F) and both (B).
‡ Geometric properties of vessel types speci�ed in a rulebook [ 181].
* Fragmented queries are possible if all fragments of a vessel are available.
+ A collection of methods is presented, some of which are relying on deep learning.
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Pro�le-based. One of the earliest efforts towards shape-based similarity retrieval for (frac-

tured) solids of revolution is presented by Sablatnig and Menard [ 32], who combine shape features

with categorical metadata such as color, clay, or surface type for search and reconstruction pur-

poses. To this end, they manually obtain the pro�le curve of a vessel fragment's 3D model, which

is then matched against a database of archived pro�les using a semantic network. In such a

network, which is a labeled and directed graph, the nodes represent objects, sub-objects, or

shape primitives, while the edges describe relationships between them. To determine which

part of a pro�le curve belongs to a semantically cohesive object part, such as edge, border, or

ringbase, they require input from an expert user. In a later work, Kampel and Sablatnig [ 33]

show how they can automate this manual segmentation by detecting characteristic points along

the pro�le, such as or�ce points, in�ecion points, corner points, etc. [188]. From these points,

descriptive shape properties of a fragment can be computed, which are compared against an

existing taxonomy [ 181], stating geometric rules for individual vessel shapes of ancient Roman

pottery.

Within the CATA (Archaeological Wheel Pottery of Andalusia) project 1, Martínez-Carrillo et

al. [59] present an encompassing concept for the storage, analysis, retrieval, and visualization of

archaeological pottery. To this end, they conceptualize a data model comprising structured meta-

data, such as information pertaining to the distribution, functionality, and state of preservation

of a pottery object, together with different types of digital data, such as numerical values, text,

images, and videos. Users can introduce their data into the curated database via a web interface.

This interface allows uploading data and querying the database in a text or content-based manner.

For the latter, a user can provide the vessel pro�le of an object he wants to search for. In terms of

similarity computation of vessel pro�les, the authors rely on a non-rigid deformation analysis

which they presented in an earlier publication [ 34].

In a similar fashion, the Classical Art Research Online Services (CLAROS) project 2, a

research initiative by the university of Oxford, aims to unite more than two million object

records from research centers in Oxford, Paris, Cologne, and Berlin. The concept is inspired by

the well-established Beazley archive [ 8] (c.f. SEC. 2.1.1) and similarly constitutes a database

of archaeological photographs. However, besides digital archiving of Greek pottery, they also

support a query by example retrieval with an image as a query. In terms of the underlying

methodology described by Kurtz et al. [40], they proceed by automatically extracting the objects'

silhouettes from canonical archaeological photographs using a FG/BG segmentation coupled with

a symmetry detection to determine the mid-line. A silhouette is sampled in the vertical direction

to obtain an FV containing the distances from the mid-line. To allow for ef�cient retrieval in the

face of a huge database, they approximate the distances between a query and a database item

and employ a random forest of k-D trees.

Within the Systeme d'Imagerie et d'Analyse du Mobilier Archeologique (SIMA) project, Maiza

1http://cata.cica.es/
2http://www.clarosweb.org

48



4.2. RELATED WORK

and Gaildrat [ 35] study the comparison of vessel sherds (given as 3D models) to a database of

whole 3D models. To this end, they leverage pro�le curves. For the whole models in the database

those can be easily obtained by introducing a number of vertical cut planes since the models'

rotation axes are already aligned with one of the coordinate axes. The pro�le curve of a sherd

(query) is extracted in a similar fashion by using several cut planes after a manual alignment.

From the resulting pro�le curves, only the longest one is used. While this input is sampled,

given a 2D point vector, the while models are described using implicit functions. The similarity

computation between the input and a database element relies on an optimal alignment of pro�les

using a �tness function. That is, this function measures the distance of the sampled points to the

implicit surface and allows thus to evaluate an alignment population's quality.

The 3D Knowledge and Distributed Intelligence (3DK) project 3 is a collection of three sub-

projects, focusing on (1) 3D morphology of ceramic vessels; (2) lithic re�tting, the study of the

development of stone tool technology; and (3) 3D topology of joint surfaces, which investigates the

ability of human ancestors to make tools and walk upright [ 36]. Of particular interest w.r.t. 3DOR

is the �rst topic dealing with the feature-based similarity retrieval of Native American pottery.

That is, Razdan et al. [20] present an approach where they use hierarchic features obtained from

the rotationally symmetric vessels' pro�le curves. From the dataset comprised of 3D models,

these pro�le curves are extracted using curring planes. Cubic NURB curves are �tted to the

intersection points. On those, they determine the four feature points of pro�le curves de�ned by

Birkhoff [ 189] (endpoints , points of vertical tangency , in�ection points , and corner points ), which

serve as the basis for a formal feature descriptor. Querying of the database is enabled through

a visual interface which allows the user to provide a pro�le sketch alongside traditional text

search.

Other recent pro�le-based approaches, speci�cally for fragmented inputs, include the work

by Hristov and Agre [ 38]. They extract the inner and out pro�les of archaeological drawings

using a series of simple heuristics coupled with basic image processing techniques (binarization,

symmetry detection, etc.). They also support the retrieval based on fragmented inputs, which

are anchored to the bottom or top before a correlation coef�cient w.r.t. to the other entries in

the database is computed. Piccoli et al. [39] leverage the geometric properties of pro�le curves

together with visual features (color and texture) to match a newly obtained sherd with the entries

in a reference catalog. To this end, they use two established taxonomies of pro�les for the search

space and evaluate their approach based on a ground truth example compiled by experts. Their

matching algorithm is inspired by the SIFT [ 95] approach to ensure invariance w.r.t. translation,

scale, and rotation. But instead of gradient information of an image, they capture the 2D shape

of the pro�les with keypoints. Wilczek et al. [41] present a new way of capturing the essence of

a pro�le – the Discrete Cosine Transform. This Fourier-based method transforms open outline

coordinates into a set of harmonics, each composed of a pair of coef�cients that may be used

3http://3dk.asu.edu/
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as shape descriptions. They compare their method to three established existing approaches

using synthetic queries, which were produced by synthetically fracturing vessel pro�les given

in a paper catalog. Based on this evaluation, the authors conclude that all of the compared

algorithms perform very well but differ in �exibility and computation time and that the choice of

an algorithm thus heavily depends on the intended application.

Besides retrieval, pro�le curves are also used to introduce a shape-based clustering to a

collection of objects. Such can be achieved using a mathematical representation of the pro�le

describing the radius, tangent, and curvature along the arc, as proposed by Karasik and Smilan-

sky [ 190]. Regarding deep learning, Navarro et al. [191] show how ceramics can be automatically

classi�ed using transfer learning for retraining a Residual Neural Network (ResNet). At the

same time, Parisotto et al. [192] leverage non-linear learned features from the latent space of a

deep convolutional variational autoencoder network.

Image-based. Bishop et al. [185] are among the �rst to combine shape with textual information

to retrieve ancient Greek pottery. Archaeological photographs serve as a basis for the search

space, which can be queried, also using photographs. For the retrieval based on whole vessels,

the object maks of the depicted object are obtained using a FG/BG segmentation. From the mask,

regional properties, e.g., the eccentricity of an enclosing ellipse, are combined with color properties

to match the query to the search space entities. A partial search with a sherd as the query is also

supported to some extent. Moreover, if all parts of a shattered object are available, the individual

photographs are put together using a jigsaw puzzle algorithm before the same retrieval as with

the unbroken inputs is conducted.

Albeit not using it for retrieval purposes but for unsupervised classi�cation, Joháczi [ 13]

shows how geometric morphometrics can be used for describing the shape similarity of vases. To

this end, she uses both an outline analysis of object masks as well a set of 15 manually de�ned

landmarks on the 3D shape. The evaluation on a set of 30 Attic lekythoi – a vase type known

to be well described by its shape – revealed that the prior method is better suited for practical

applications and results in a proper clustering.

Gregor et al. [88] introduce a preliminary approach for searching views of 3D CH objects

in image data using the local MPEG-7 visual descriptor along with other established local

descriptors.

Tyukin et al. [89] outline a concept that allows turning commodity video-capturing devices,

such as smartphones or tablets, into classi�ers for whole vessels as well as sherds. To this end,

they use a CNN, fed with HoG features extracted from the video feed to cope with the limited

given hardware. A downside of this approach is the potentially vast number of training samples

with samples from different angles and lighting conditions for a robust classi�er. Nevertheless,

the authors show that they are able to achieve meaningful results with a minimal initial dataset.

Núñez Jareño et al. [90] similarly use deep learning techniques to classify Roman pottery.

However, they address the issue of sparsely available training data by employing a transfer
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learning concept. An initial dataset of several thousand labeled photographs of complete and

near-complete vessels is complemented with synthetically generated images. For the latter, solids

of revolution are generated from a taxonomy of pro�le curves which are subjected to different

degrees of synthetic erosion to mimic the traits of wear. The authors show that with their

approach, generating a single image classi�er with acceptable accuracy is possible.

The ArchAIDE project 4 [5, 91–93] follows along the same line. The ultimate objective is to

develop a mobile tool that supports archaeologists with an on-site classi�er for pottery sherds

based on a single image. They use a machine learning classi�er that trains on synthetically

produced training data. To this end, they create a set of 3D models from pro�le curves extracted

from archaeological drawings. To produce sherds from these models, an off-the-shelf Voronoi

fracturing approach is used.

3D-based. One of the �rst approaches leveraging information from a 3D model for classifying

ancient pottery is presented by Hörr et al. [61], who de�ne a hierarchy of features to this end.

That is, primary features, for example, are global object features such as a vessel's absolute

height, diameter, etc. Even though they are trivial to extract, they are oftentimes suf�cient for

determining the basic shape class (amphora, tureen, jug, pot, etc.). For the extraction of secondary

and tertiary features, the authors propose a segmentation pipeline that, �rst of all, removes all

appendages before the main vessel parts (base, belly, shoulder and neck) are determined using

the pro�le curve.

Koutsoudis et al. [60] present a novel shape descriptor for complete or nearly complete 3D

vessels based on morphological features. One of the main contribution of their work is the

development of a tailored pose estimation algorithm that is able to detect a solid of revolution's

rotation axis even in the presence of appendages such as handles, feet, or lugs. This pose

estimation is applied in the course of the input normalization step, which scales an input to

the unit sphere and aligns its rotation axis with the Y -axis. For extracting the compact FV,

properties like the radius and center coordinate of a circle �tted to the mesh contours at different

Y -offsets are determined. They show that the proposed descriptor substantially outperforms the

established MPEG-7 descriptor for retrieving ancient pottery vessels. A year later, Koutsoudis

and Chamzas [ 62] showed how depth maps could be used instead of the morphological features

to the same end. They perform the same normalization steps and extract two orthogonal depth

maps encoded into a compact FV with two different established FDs.

S�kas et al. [63] present a method for retrieving a partial 3D CH object based on local features.

The database of complete 3D objects is subjected to a panoramic depth projection from which

Dense SIFT features are computed. Similarly, a range of image representations is computed in

order to bridge the representation gap. With a set of qualitative examples, the authors show that

the retrieval quality is not severely affected by missing 3D geometry.

4http://www.archaide.eu
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Within the Tepalcatl project, Roman-Rangel et al. [64] investigate the automatic categorization

of ancient Mexican potsherds. To this end, they employ two state-of-the-art local 3D descriptors

(Scale Invariant Spin Images [ 193] and Local Depth SIFT (LD-SIFT) [ 193]), which they implement

using a BoVW approach. Based on their experiments, they conclude that LD-SIFT performs

better in all observed cases. In a later publication [ 65, 66], they develop a new local 3D shape

descriptor on their own, referred to by histogram of spherical orientations , which they use again

in combination with a BoVW approach. The idea of the descriptor is to capture the distribution of

spherical orientations of a vertice's neighboring points. The authors claim that this descriptor is

scale-invariant and highly robust w.r.t. rotation and noise and prove its effectiveness by comparing

it with Spin Images and SIFT as well as seven other established feature descriptors.

Savelonas et al. [67] employ a Fisher encoding [ 194] of local 3D features for the P3DOR on the

Hampson pottery dataset [ 120]. Their proposed method is uses a hybrid shape-matching scheme,

incorporating both local and global shape similarities for multiple scales. Even though it achieves

state-of-the-art retrieval performance, the authors state that the results remain far from perfect

and that the task of P3DOR for CH is still an open problem.

Biasotti et al. [186] consider both geometric properties, such as curvature, size, roundness,

and mass distribution, as well as photometric properties, such as texture, color distribution, and

re�ectance, for measuring object similarity. To this end, they investigate different basis functions

for describing the shape of a 3D model and different colorimetric features, which are given as

real and vector-valued functions. Similarly to Savelonas et al. [67], they use a set of objects from

the Virtual Hampson Museum to evaluate the effectiveness of their proposed measures for both

retrieval and classi�cation purposes.

Benchmarks. Three noteworthy benchmarks for the objective of 3DOR for CH applications

have also been presented. “The Orion Pottery Repository” by Stergioulas et al. [187] comprises

160 textured 3D digital replicas of ancient Greek pottery, which are also classi�ed using an

in-house developed thesaurus.

The other two examples are entries to the long-standing Shape Retrieval Contest (SHREC) 5,

a series of annual contests for evaluating methods and algorithms related to 3D object retrieval.

Fist, the 2016 SHREC track on “Partial Shape Queries for 3D Object Retrieval” by Pratikakis

et al. [68], who provide a P3DOR challenge with objects of varying scan qualities and degrees

of partiality. The selected dataset consists of 383 models from the Virtual Hampson Museum

collection [ 120]. Four research groups contributed to the challenge with eight distinct algorithms.

The queries are both arti�cially generated and obtained from real objects. For the latter, scans of

varying quality are used, which proved to be very challenging for all submitted approaches. In the

2021 SHREC track on “Retrieval of cultural heritage objects” by Sipiran et al. [42], contestants

were asked to conduct a retrieval on a given set of complete or near complete pottery artifacts

5https://www.shrec.net
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from pre-Columbian cultures in Peru, exhibiting multifaceted shapes and varied artistic styles.

To this end, a training dataset with about 1,000 objects from the same corpus was provided. The

majority of the 30 submitted approaches were learning-based, which shows a clear predominance

over engineered methods in the face of suf�cient training data. Nonetheless the best approach

scores a mean average precision value of 0 .8604, indicating that the problem is far from being

solved.

Positioning of our work. As visible in T AB . 4.1, our proposed methods (Normalized Pro�le

Curve and Sketch-completed Query) �ll spots of still unprecedented combinations of technique

as well as query and search space modality. Using pro�le curves for retrieving pottery is not

unprecedented, but we present a novel and robust method for extracting said curve from a

(potentially fractured) 3D input.

Regarding the second method, the novel and unique query modality – a hybrid of a 3D model

and user sketch – is noteworthy. While neither P3DOR nor sketch-based retrieval is unheard

of, we believe that the combination of the two provides an intuitive way to incorporate user

knowledge in the query formulation while still using all available original object information.

Moreover, this query is presented in the context of a cross-modal retrieval approach – 3D plus

sketch as query and images in the search space. The image modality of the search space is chosen

deliberately to address the reality of data availability. The most in�uential preparatory work for

this concept is the idea proposed by Gregor et al. [88]. While building on this work, our method

additionally (i) addresses the problem of incomplete queries; (ii) evaluates the concept much more

rigorously with a signi�cantly larger search space and automated quantitative tests; and (iii)

uses a more carefully selected set of FDs based on extensive experiments.

4.3 3D to Normalized Pro�le Curve

With the Normalized Pro�le Curve (NPC) descriptor, we leverage the rotational symmetry

properties of vessels in a similar fashion to the majority of retrieval approaches for pottery. The

concept is loosely based on Kurtz et al.'s [ 40] pro�le curve descriptor ( c.f. SEC. 4.2) but adapted for

3D inputs. It was submitted to the 2021 SHREC track on “Retrieval of cultural heritage objects”

[42] (c.f. SEC. 4.2), where its effectiveness was evaluated on a dataset comprised of pre-Columbian

pottery.

4.3.1 Concept

While there have been several approaches that extract pro�le curves from a 3D model [ 32, 33,

35], they usually rely on mesh contouring of the properly aligned mesh in order to obtain a

pro�le curve. They either use the contour yielding the longest contour line [ 33] or extract several

contours based on different angular cuts [ 35]. This approach would also be possible with the
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given dataset since it is comprised of textured coarse triangle meshes, but we found that, due to

both the high degree incompleteness of some inputs as well as a variety of appendages attached

to other inputs, such contours are often erroneous and do not capture the pro�le curve faithfully.

We propose a different concept. Disregarding all topology information, we take the mesh

vertices as the sole input. The input should be aligned so that its center of mass coincides with

the origin of the 3D space and its rotation axis coaligns with one of the Cartesian coordinate axes.

However, this normalization was not necessary for the given dataset as the given models were

already preprocessed this way 6 (the rotation axes are aligned with the Y -axis). Yet, some models'

variations in scale, as well as fragments of inner vessel surfaces in some models, necessitate

further normalization efforts. Hence, all objects have been subjected to a series of preprocessing

steps comprised of: (i) removing unreferenced vertices, (ii) �tting the model to a unit cube, (iii)

shifting for 0.5 in Y -direction, and (iv) removing vertices belonging to the inner vessel surface

(vertices whose normals point towards the rotation axis). For each vertex v Æ hvx, vy, vzi , we

compute the distance to the rotation axis r v Æ
q

v2
x Å v2

z, which is comparable to a projection

in the angular direction. These distances are sorted into B (B Æ50 used for the submitted

results) equal-sized bins along the rotation axis and used for determining the bin-wise mean radii

vector r Æ(r 0, . . . , r B¡ 1) (mean distance from the rotational axis) and the corresponding variances

¾Æ(¾0, . . . ,¾B¡ 1). Note that handles, holes, or other surface irregularities of the model do not

substantially in�uence the mean pro�le curve (F IG . 4.1) since the majority of projected vertices

are in close vicinity to the pro�le curve. The similarity of the NPCs of two inputs is given by the

Euclidean distance (E Q. (4.1)).

F IGURE 4.1. The vertices of the preprocessed mesh of a jar object (left) are projected along the angular
direction (right). The pro�le curve is described by the binned mean radii r and variances ¾.

We achieve a performance improvement by assigning static weights w Æ(w0, . . . ,wB¡ 1) to the

6http://www.ivan-sipiran.com/shrec2021.html
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mean radii with w / ¾, based on the assumption that bins with low variance across all objects

are more discriminative than others. ¾Æ(¾0, . . . ,¾B¡ 1) denotes the bin-wise mean-variance with

¾b Æ 1
N

P N
i Æ0 S[ i ]b as the mean-variance for the axial bin b and § Æ{¾0, . . . ,¾N ¡ 1} as the set of all

pro�le curve variances of a search space with N objects. We refer to this descriptor variant as

Weighted NPC (W-NPC).

4.3.2 Results

The SHREC track consists of two separate challenges, `Retrieval by Shape' and `Retrieval by

Culture'. In those, the W-NPC descriptor competes against 9 and 7 other (deep learning-based)

approaches, respectively. Various standard performance measures, including Nearest Neighbor

(NN), First-tier (FT) precision, Second-tier (ST) precision, Mean Average Precision (mAP), and

Normalized Discounted Cumulative Gain (nDCG), are used for comparison. tabreftab:sketch-

plus-3d:evaluation-metrics presents the values our approaches scored on the test set.

TABLE 4.2. NN, FT precision, ST precision, mAP, and nDCG of the NPC and W-NPC descriptor, scored on
the `Retrieval by Shape' and `Retrieval by Culture' challenge ( Values source: [42]).

Challenge Method NN FT ST mAP nDCG

Retrieval by Shape
NPC 0.6751 0.3766 0.3106 0.4019 0.7874

W-NPC 0.6787 0.4151 0.3237 0.4274 0.7996

Retrieval by Culture
NPC 0.7037 0.5489 0.7539 0.5736 0.8267

W-NPC 0.6772 0.5523 0.7565 0.5776 0.8273

In the case of the Retrieval by Shape challenge, the W-NPC clearly outperforms the NPC

achieving higher values in every evaluation metric. F IG . 4.2, left, shows the precision-recall plots

based on the best run (highest mAP) of all submitted methods. The confusion matrix (F IG . 4.3,

left) shows no abnormality besides the expected peaks on the main diagonal.

With the Retrieval by Culture, no dominance of the W-NPC over the NPC is observable,

which we attribute to the fact that this is a generally much more complex challenge for which

our proposed descriptor is far from optimal. The still overall higher values for this challenge

result from the highly asymmetric distribution of classes. While the dataset for the Retrieval by

Shape challenge features between 34 and 221 objects per class, the Retrieval by Culture class

has one class (Culture2) containing 455 objects and 5 other classes with only 7 to 61 objects. This

asymmetry can also be observed in the respective confusion matrix (F IG . 4.3, right), which shows

that many objects are erroneously classi�ed as not-belonging to Culture2. Moreover, we attribute

the weaker performance of our descriptor for this challenge to the fact that the assumption

of rotational symmetry does not hold in many cases since the dataset for this challenge is

more facetted and also contains several other shapes like �gurines. The authors of the study

hypothesize that an object's belonging to a culture is re�ected in both its geometry and color.

However, preliminary experiments where we combined our shape descriptor with color features
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(a) Retrieval by Shape (b) Retrieval by Culture

F IGURE 4.2. Precision-recall plots for the best run (determined by mAP) of every submitted method for
the (a) Retrieval by Shape and (b) Retrieval by Culture challenge. ( Image source: [42])

(a) Retrieval by Shape (b) Retrieval by Culture

F IGURE 4.3. Confusion matrices for the (a) Retrieval by Shape and the (b) Retrieval by Culture challenge
of the best run (determined by mAP) of the W-NPC. ( Image source: [42])

did not improve performance. Also, two of the three best-fairing methods rely solely on silhouette

information. F IG . 4.2, right, shows the precision-recall plots for this challenge.

Regarding ef�ciency, methods are hard to compare since every group uses different setups
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and degrees of optimization. Nonetheless, we want to state the computation time we observed

on commodity hardware. The of�ine processing involving basic geometry processing tasks is

conducted mainly with MeshLab 7 and takes about an hour for the whole dataset. A naïve

implementation for calculating the pro�le curve and variances takes 11 .9ms per object on

average while computing the L 2 distance between two objects took 14.33 ¹ s on average.

4.3.3 Discussion

Even though most other methods clearly outperformed the proposed descriptor (at least in the

Retrieval by Culture challenge), we believe it still holds a valuable contribution. That is, the

NPC/W-NPC is the only submitted method that does not rely on deep learning techniques, making

it comparatively easy to employ and transparent. Also, we want to note that the descriptor is not

speci�cally designed or trained for the given dataset, making it readily applicable for retrieving

any 3D shapes exhibiting rotational symmetry.

4.4 Sketch-Aided 3D Retrieval

We propose a new query modality, a hybrid of 3D views and user sketches (3D+Sketch). This

allows to provide additional context to a query, which is particularly useful for searching based

on incomplete query objects (partial retrieval) or for testing hypotheses regarding the existence of

certain shapes in a collection. Compared to purely sketch-based approaches, our concept has the

signi�cant advantage that all the preserved texture and shape information is used to support the

retrieval process. To this end, we present an appropriately designed work�ow for constructing

meaningful queries from incomplete 3D objects together with a user sketch suggesting missing

parts. Additional visual cues help users compare retrieved objects with the query. The closest

predecessor to this work is the retrieval approach by Gregor et al. [88], who also use 3D models for

searching in a database of images. While building on the same problem, our work presents a much

more encompassing search approach considering geometry, texture, complementary user sketches,

and useful interface extensions for query weighting and result visualization. With region-based

query weighting, we allow users to interfere with the similarity computation since archaeological

research is often interested in �nding object analogies, emphasizing or de-emphasizing certain

characteristics. Using both a qualitative evaluation with a few characteristic use case scenarios

as well as a quantitative evaluation based on synthetically generated queries, we demonstrate the

feasibility and potential of our approach to support the analysis of domain experts in archaeology

and the �eld of CH in general.

7https://www.meshlab.net/
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4.4.1 Concept

Our concept supports the similarity search over a database of images with an incomplete 3D object

as an example input. Due to the different modalities of search space and reference (images as

opposed to incomplete 3D models), feature-based methods are not directly applicable, but several

processing steps are necessary to transfer them to a common base modality. As the inference of

3D models from images is an ill-posed problem [ 143], the obvious choice for the base modality is

images since 3D models can be easily mapped to image space using rendering techniques. F IG . 4.4

shows our proposed processing pipeline. For the reference input, a 3D model, the �rst step is to

orient it in a 3D viewer so that the view is consistent with the standards used for archeologic

photographs [ 53, 54, 147]. Next, a render with near-orthographic projection is generated. If the

input is incomplete, the user now has the opportunity to roughly outly the missing silhouette

parts through a sketch interface (S EC. 4.4.2.1). Since we found that gradient-based FDs yield

the best results, we have to �ll all newly-created empty areas with plausible texture. Said is

accomplished with a texture synthesis technique (S EC. 4.4.2.2), which �lls the areas in question

with adequate texture based on the available original surface. The result is a digitally-restored

query image usable for a conventional image-based similarity search (S EC. 4.4.3). Note that the

objective of this query preparation is not to create a photorealistic reconstruction of the missing

object parts but rather to specify the extent and shape of the complete object and the presence

of various appendages in an intuitive manner. Optionally, the query can be further re�ned by

applying a region-based weighting to the query image (S EC. 4.4.3.2). This allows the user to

in�uence the search by shifting the focus to essential parts of the geometry or disregarding

parts that are irrelevant or misleading for the given input. Dedicated visual analytics tools

(SEC. 4.4.3.2) allow a user to assess which parts of an object were decisive for the current results.

The gained insight can be used to re�ne the query weighting iteratively.

For the target objects (search space), we consider a heterogenous set of archaeological pho-

tographs (S EC. 2.2.4). They also require additional preprocessing (S EC. 3.2.1) to exhibit the same

characteristics as the reconstructed query.

4.4.2 Query Preparation

This part of the proposed pipeline takes the original (incomplete) 3D model as input and outputs

the reconstructed and normalized query image. First of all, the model has to be properly aligned

by the user before a snapshot is rendered. To this end, our prototype offers a plain 3D viewer

using a near-orthographic projection. Together with collaborating domain researchers, it was

established that the archaeological depictions come closer to an orthographic projection than

to a perspective one, as the photographs are typically taken from far away with a very narrow

�eld-of-view angle [ 53, 54, 147]. I.e., after loading the model of the object to search for, the �rst

step is to orient the fragment properly. The goal is that the displayed model is oriented such

as the complete object would appear in a photograph. Standardized pictures show the objects
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View Selection Sketch Completion
(SEC. 4.4.2.1)

Texture Completion
(SEC. 4.4.2.2)

Feature Extraction
(SEC. 4.4.3.1)

Similarity Score
(SEC. 4.4.3.2)

Results

Input:
3D Model

Search Space:
Images

Feature Extraction
(SEC. 4.4.3.1)

Selective Weighting
(SEC. 4.4.3.2)

Assessment
(SEC. 4.4.3.2)

Query Preparation (S EC. 4.4.2) CBIR (S EC. 4.4.3)

F IGURE 4.4. The concept for implementing shape-based search using hybrid 3D+Sketch queries. The
sketch-completed input object is transferred to image space and compared to the target images resulting
in a ranked list of results. Optionally, the results can be iteratively evaluated and re�ned by region-based
selective weighting. Steps requiring user feedback are indicated with a characteristic icon.

standing upright from canonical angles. While approaches exist for estimating the rotation axis

from a sherd of a pottery artifact [ 24, 195–199], an automatic pose estimation is error-prone and

yields only an axial orientation. Hence, orienting the sherd w.r.t. the camera would still require

human intervention. That is, we completely outsource the task of �nding the optimal view to the

user, who has to rotate the model accordingly. Once satis�ed, a high-resolution snapshot is taken,

and the viewer seamlessly transfers into a sketch interface. There, missing parts can be outlined

by sketch (S EC. 4.4.2.1) before the thereof newly generated surface parts are �lled with plausible

texture (S EC. 4.4.2.2).

4.4.2.1 Contour Completion of Query Object with Sketch

Sketch lines outlining the extent of the complete vessel are drawn on a 2D overlay, superimposed

onto the rendered object. These sketch lines do not need to be perfect but should only serve as a

rough orientation. Yet, as we require closed surface boundaries for the subsequent inpainting

step, the sketch interface implements a means to compensate for holes in the contour. We consider

three error cases (F IG . 4.5): 1 gaps between the sketched lines and the remaining geometry;

2 gaps between adjacent sketch lines; and 3 overlappings resulting from sketch lines. These

issues are handled as follows. In the case of 1 , the sketched line is connected to the closest point

on the geometry. In the case of 2 , sketched lines are closed by connecting their closest endpoints.

And case 3 is addressed by connecting the lines at their intersection point and removing the

parts which are not connected to the object or other lines. The sketch lines are stored as paths,
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but once the sketching process is �nished, the sketch lines are drawn on the object render as thin

border lines. This result is then passed on further down the pipeline.

F IGURE 4.5. Completing a 2D shape by hand with a freehand sketch can result in various deviations from
an optimal watertight silhouette. I.e., intersections between sketch lines result in super�uous appendices
(green), adjacent sketch lines having gaps in-between (yellow), and gaps between the sketch lines and the
shape to be completed. While the �rst error case requires the removal of lines, additional lines have to be
added for the latter two in order to obtain a clean and watertight silhouette.

4.4.2.2 Texture Completion

For the CBIR, empty surface areas need to be �lled with texture in a manner that could plausibly

resemble the original texture. The objective is to alter these regions so that they do not interfere

with gradient-based FDs. Hence, �ood-�lling the whole region is not expedient, as it would

introduce a strong gradient near the fracture line and an implausible null gradient everywhere

else. Instead, the aim is to achieve similar color and coarseness properties as in the original

texture.

Filling the missing parts of an image based on its remaining information is commonly referred

to as Image Inpainting and has been an intensively researched topic for many years. The objective

of such a process is to optimally estimate a subset of an image's pixels, given by a target mask

T . To this end, usually, all image pixels (for some approaches even additional images [ 200, 201])

minus T are taken as the source. In our case, however, we use exclusively the pixels showing the

displayed object as the source. A mask S for these can be directly obtained from the rendering

process. T is also easily inferred by �ood-�lling the background combined with fundamental set

operations.

The number of inpainting methods is vast and can be split into several categories, each

of them with its respective advantages and disadvantages [ 202]. For our application, we test

two different types of methods. First, the Exemplar-based Texture Synthesis algorithm by Wei

and Levoy [ 203], which is combined with a FD loosely based on the Rotation-Invariant Feature

Transform (RIFT) descriptor by Lazebnik and Schmid [ 204]. The basic idea is to compute a pixel

descriptor for each pixel of S based on the color histogram of its neighborhood. T is then �lled

linearly from top to bottom and left to right. For each pixel to �ll, we similarly compute the FV
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(a) Target Area (b) Texture Synthesis (c) Dir. Texture Synthesis (d) Structure Synthesis

F IGURE 4.6. (a): The input plus sketch completion de�nes the area to be �lled (green). The inpainting
with the exemplar-based texture synthesis [ 203] (b) can be combined with a user-provided �lling direction
for more organic gradients following the original texture of the object (c). (d): With an exemplar-based
structure synthesis [ 205], the area is �lled iteratively patch-wise.

and use it to determine the L 2 distance to all pixels of S. From those with a distance below

an empirically determined threshold, one is selected at random, and its color is applied to the

current pixel in question. If no neighbor within this threshold is found, the color of the pixel with

the lowest distance is taken. Finally, a median �lter is applied to remove noise possibly caused by

the sampling. F IG . 4.6(b) shows an example result obtained with this approach for the input in

F IG . 4.6(a). It can be seen that this inpainting method introduces a strong vertical directivity,

and thereby unwanted gradients, to the �lled regions. Instead, the desired behavior is that the

inpainting originates at the fracture line and propagates toward the sketched outline. To this end,

we adapt our system by a means that allows the user to specify the �lling direction (F IG . 4.6(c)).

The second approach we test is the Exemplar-based Structure Synthesis algorithm by Cri-

minisi et al. [205]. In contrast to the texture synthesis, the idea of structure synthesis is to

�ll the target region iteratively from the region borders with patches of a �xed size. For each

iteration, weights are calculated along the �lling front. Those are a combination of a certainty

term, modeling the uncertainty with growing distance from the region border, and a data term,

favoring areas with a strong gradient normal to the region border. The point with the maximal

weight is taken as the origin for propagating the �lling front. The neighborhood of this origin

is used for �nding a �tting patch from the source S. The strength of this approach is that gra-

dient information is diffused into the target region, usually leading to a more organic textual

reconstruction. As can be seen from the results in F IG . 4.6(d), this type of synthesis clearly has

the most realistic appearance. This is to be expected as texture synthesis is known to perform

poorly for the reconstruction of large areas [ 202]. On the other hand, the better texture obtained

with structure synthesis comes at the expense of being generally more time-consuming. Yet, with

computation times in the range of a few minutes for large inputs, the better results from the

method by Criminisi et al. [205] outweigh the more ef�cient computation Wei and Levoy [ 203] for

our purpose. Hence, the prior was used for all subsequent evaluations.
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4.4.3 Content-based Image Retrieval

After the query preparation steps, query and target objects are present in a common base modality

(image), allowing the employment of a conventional feature-based similarity search. There exists

a wide range of established image features to this end, incorporating global features such as color

histogram, edge histogram, coarseness [ 97], Color and Edge Directivity Descriptor (CEDD) [ 96,

p.30-40], Histogram of Oriented Gradients (HoG) [ 94], and local features such as Scale-Invariant

Feature Transform (SIFT) [ 95]. Global features are computed from the whole image and can

be further divided into features based on color, texture, and shape. The group of local features

relies on `signi�cant' points in the image, which noticeably differ from their neighborhood. Both

local and global features can be aggregated into a Bag-of-Visual-Words (BoVW) [ 64–66]. More

recently, ML-based methods – w.r.t. image retrieval CNNs in particular – achieve state-of-the-art

performances [ 206].

We found that color-based features perform poorly for our speci�c use case. On the one hand,

the search space photographs exhibit mostly undiscriminating color distributions. On the other

hand, many of the (older) archaeological photographs are published exclusively in grayscale. The

evaluated local features were also not able to capture the desired notion of similarity. While they

are very successful for registration purposes, i.e., �nding one and the same object in different

images, the presence of certain keypoints turns out to be insigni�cant for the similarity of two

vessels. Also, �rst experiments with a general purpose CNN [ 100] showed that neither an off-the-

shelf network is able to grasp an expert's notion of similarity. Training a network from scratch

or the application of transfer learning techniques is hindered by the availability of necessary

training data. The most promising results were obtained using global shape or gradient-based

features. Scale and/or rotation invariance of the descriptor is thereby no necessity as the search

space images are in compliance with established conventions [ 53, 54, 147].

4.4.3.1 Feature Descriptors

Two FDs are evaluated in more depth: The HoG by Dalal and Triggs [ 94] and the Shape Contour

Descriptor (SCD) by Attalla and Siy [ 98]. Even though they are no recently developed concepts,

they are well suited for the intended application and provide a good trade-off between ef�ciency

and complexity.

Histogram of Oriented Gradients. The HoG describes an image by an array of local gradient

histograms. To this end, the input is divided into a �xed number of equal-sized blocks which

are in turn subdivided into cells. For each cell, we calculate the directivity and magnitude of

gradients. It is required that the inputs are normalized such that objects occupy the same areas

in the compared images. We achieve said normalization with a series of fundamental image

processing steps. Note that we know the extent of the displayed object in the image as we have

object masks for the images in the search space ( c.f. SEC. 3.2.1). This allows us to crop the images
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to the straight bounding box of the displayed object, which is easily derived from the minima and

maxima positions of the masked pixels. As it is unfavorable for the gradient computation if the

boundaries of the displayed object touch the boundaries of the image, we add additional padding,

amounting to 10% of the image's width or height (whatever is larger), around the centered object

in order to create additional context. The input for the HoG descriptor is required to have a �xed

width and height. To this end, we again add additional padding, either to the top and bottom or

left and right to meet the required aspect ratio. Note that all newly added pixels, as well as all

pixels outside the object mask, are �lled with uniform white color in order to introduce a strong

gradient between the background and the generally darker object. Finally, we scale the image to

the required dimensions. An input image size of 128 £ 128 for bulgy objects and 64 £ 128 pixels

for slender ones proved appropriate. As most objects in the dataset belong to the latter group, we

exclusively use the latter input size for all subsequent experiments. Regarding hyperparameters,

we use the settings recommended by Attalla and Siy [ 98] with a block size of 16 £ 16 pixels, cell

width of scell Æ8 pixels, and r bins Æ9 radial histogram bins, resulting in a FV of 3 ,780 �oating

point numbers.

Shape Contour Descriptor. The SCD is solely based on the shape of an object, requiring that

the object mask is correctly extracted. From this mask, the contour can be obtained ef�ciently

with a topological connectivity analysis [ 207]. In our case, only the extreme outer contours are

extracted. The concept of the SCD is to split the contour into n equal-sized chords, starting from

the point with the largest distance from the shape's center. In our experiments, n Æ100 proved

to be a good trade-off between detail and ef�ciency. For each chord, the descriptor stores three

properties: (i) the angle between the current chord and the edge from the chord's start point

to the shape's centroid; (ii) the distance between the chord's start point and the centroid; and

(iii) the smoothness, given by the ratio of chord length to the arc length of the contour. All three

features are normalized using the max values of the input shape. Due to this normalization, the

descriptor is invariant to scale, rotation and translation.

4.4.3.2 Distance Metric and Relevance Feedback

Either FD yields a FV v 2 Rd of �xed dimensionality d for any input. The similarity of two inputs

a, b is assumed to be relative to the similarity of their respective FVs va, vb, which is determined

using a distance metric. A family of commonly used distance functions is the Minkowski distance

(4.1) L s(va, vb) Æ

Ã
X

i 2[0..d)
jva[ i ] ¡ vb[ i ]js

! 1/s

,

with s ¸ 1. Prominent representatives of this distance function are the Manhattan distance

(L 1) and the Euclidean distance ( L 2). For our experiments, we used the latter. Note that in

our approach, the used FD and distance metrics are readily exchangeable. Integration of other

features using feature combination or selection methods would be straightforward. The principle
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of a feature-based similarity search system is to compute the distances between the query and all

objects in the search space, giving a ranked list of similar objects with ascending distances to the

query.

We found that – in contrast to translation and scale – re�ection-invariance is of relevance

for our application, as objects are photographed from different sides. Speci�cally for objects

exhibiting a degree of asymmetry, e.g., vases with a single handle, at least one photograph of an

archaeological documentation shows the vessel such that the handle is either on the left or the

right side. While in some fascicules this ambiguity is standardized, e.g., by showing all objects

with the handle on the right side [ 137, 140], this is not the rule in general. Yet, this discrepancy

is entirely irrelevant to similarity considerations. Surprisingly, the invariance w.r.t. horizontally

mirrored inputs is not considered in most state-of-the-art feature descriptors [ 208]. Re�ection-

invariant adaptions have been researched, such as the Mirror Re�ection Invariant HoG (MI-HoG)

by Kanezaki et al. [209] for the HoG. However, we found that this degree of sophistication is not

required for our application. Instead, we ensure re�ection-invariance on a general level by also

extracting a FV v¤
a from the horizontally �ipped input image and applying the adapted distance

function L M
s Æmin {L s(va, vb),L s(v¤

a , vb)}.

Selective Weighting If assumptions regarding the signi�cance of individual FV elements

can be made, the Minkowski distance can be extended with a weights vector w 2 Rd [87] (as a

multiplicative factor inside the sum in E Q. (4.1)), governing the in�uence of individual elements.

Such assumptions can be based either based on heuristics (if present) or inferred directly from a

Relevance Feedback. The concept of relevance feedback (also referred to as user feedback [170,

p.9]) was introduced to content-based multimedia retrieval in the 1990s and has proven to

improve the performance of retrieval systems signi�cantly [ 210]. With the approach by Elad et

al. [211], for example, a user can label the results of a feature-based 3DORas either `relevant' or

`irrelevant', which directly in�uences the distance metric for the next run. In our case, we do not

let the user label result items but specify the relevance of image regions directly, as we assume

that the displayed objects are congruent due to our normalization effort. Following the idea of

Rocchio [212], this should lead to an increasingly precise query vector with every feedback cycle.

W.r.t. ancient Greek pottery, things like the presence of a handle may be irrelevant, while

a domain researcher might want to put the focus on other query attributes, e.g., the shape of

a vase's shoulder or spout. To this end, we de�ne three distinct tiers of importance, which are

assigned to each pixel of the query image. Their respective impact is determined empirically

with · max Æ5.0 for `important' pixels, · min Æ0 for `irrelevant' pixels, and · default Æ1.0 for all

other pixels. For assining these tiers to image regions, our prototype implementation provides a

selection interface, allowing us to mask important and irrelevant regions intuitively. To this end,

we implement a superimposed selection grid for exclusive weighting (F IG . 4.7, left), as well as

a brush tool with a Gaussian drop-off kernel, supporting a freehand selection (F IG . 4.7, right).

The resulting user weighting is saved to an intensity matrix K of equal size to the input image.

64



4.4. SKETCH-AIDED 3D RETRIEVAL

F IGURE 4.7. The importance (green) or irrelevance (red) of object attributes for the retrieval can be
speci�ed via a selection grid (left) or a freehand brush (right). For the latter smooth boundaries are
achieved using a Gaussian drop-off kernel.

The mapping of a pixel weight · i j 2 K , of this matrice's i -th row and j -th column, to the weights

vector w depends on the applied feature descriptor. For the cellular HoG, we �rst of all, compute

a cell-wise mean weight, given by

(4.2) wkl Æ
1

s2
cell

X

i 2[k¢scell ..(kÅ1)¢scell )
j2[ l ¢scell ..(l Å1)¢scell )

· i j

for the cell hk, l i . We �atten these weights in a similar fashion to the elements of the FV, but

instead of the gradient magnitudes, we use the mean weights. Note that r bins elements are

added per cell to match the length and order of the FV. With the SCD the situation is more

straightforward, as a FV element already corresponds to a speci�c pixel in the input image. This

correspondence is used to directly assign the weights · i j to the FV.

Quality Assessment. We pair the relevance feedback with a tailored visualization, revealing

to the user which object parts are the most in�uential for a given retrieval. To this end, we

illustrate – on a per-result-item basis – which regions are remarkably similar or dissimilar to the

given query. This helps the user to understand why a particular object is at its speci�c position

within the similarity ranking. The appearance of this visualization depends on the applied FD.

For the HoG, we can link the element-wise distances (E Q. (4.1)) to cells of the image, by

inverting the aforementioned FV �attening. We average those distances in a cell-wise manner,

giving a `similarity grid', which we visualize using a semi-transparent heat map superposed

to the input image. Our implementation supports a traf�c light (green to red) color scheme

showing the absolute differences (F IG . 4.8, left) and a seismic color scheme showing the signed

differences (F IG . 4.8, middle). With this heatmap view, a user can perceive local similarities and

dissimilarities between a pair of images. For the SCD, the FV values can be attributed to speci�c

points of the object contour. Thus, the resulting n-dimensional vector of distances is directly used
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to illustrate the similarities of contour point pairs, as shown in F IG . 4.8, right. The stages of

relevance feedback and quality assessment ( c.f. F IG . 4.4) can be repeated inde�nitely.

F IGURE 4.8. Local similarities according to the HoG are revealed with a traf�c light color scheme for
absolute differences (left) or a seismic color scheme for signed differences (middle). For the SCD, the object
silhouettes are overlayed, and corresponding contour points are connected with a line colorized according
to their respective similarities.

4.4.4 Results

In the following, we evaluate our pipeline qualitatively (S EC. 4.4.4.1) with a visual analysis of

the results for a few well-selected meaningful examples, as well as quantitatively (S EC. 4.4.4.2)

through synthetically generated fractures and sketches. Prior to that, we brie�y discuss the

implementation details of the prototype retrieval system we employ for the experiments as well

as the data used in the experiments.

Implementation. The proposed pipeline is implemented in a functional prototype (F IG . 4.9).

All steps can be conducted seamlessly with this purposely built software. For the sketch-

completion part (S EC. 4.4.2.1), a 3D viewer is provided, which is capable of loading textured 3D

models as PLY �les and supports sketching directly on top of the 3D view. The rendered result

can be exported for the subsequent (optional) texture completion step (S EC. 4.4.2.2), which is

conducted in another window. The program is implemented in C++ with the GUI based on Qt5 8.

We also heavily rely on the OpenCV 9 Open Source Computer Vision library, both for tasks of

8https://www.qt.io/
9https://opencv.org/
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image preprocessing and feature extraction. Note, however, that the individual stages of our

retrieval pipeline in F IG . 4.4 are independent of one another. Hence, intermediate results can

be fed into and extracted from the program via the �le system. I.e., one could use, for example,

arbitrary 3D and graphics editors to generate the input for the texture inpainting step.

F IGURE 4.9. GUI of the prototype used for sketch-aided retrieval. Note, that the sketching can be done
directly in the 3D viewer. Once a user starts to sketch, the 3D model cannot be reoriented any longer.

Data Basis. Regarding 3D models for queries, we decide on a set of seven Attic black-�gured

lekythoi, courtesy of the LMK (S EC. 2.2.5), from the �rst half of the 5th century BCE, a prevalent

vessel type in Greece for that period. Additionally, we experiment with Attic Geometric pottery

from the KHM, exhibiting vastly different vessel shapes and painting styles. All of the models

are subjected to synthetic fracturing, which removes parts of their geometry, to mimic the

effects of poor conservation status, e.g., with a broken handle, mouth, etc. Different degrees of

fragmentation are created this way. As a search space, we use 3 ,340 images we extracted from

the fascicules CVA Karlsruhe 1; CVA München 3; CVA Kassel 1; CVA Louvre 16; CVA Würzburg

1; CVA Tübingen 2; CVA Athens 5; CVA Metropolitan Museum 5; CVA Berlin 10; CVA Oxford 4;

CVA British Museum 11; CVA Berlin 13; CVA Bonn 4; and CVA Berlin 17 ( c.f. TAB . 2.2), showing

mostly lekythoi shapes and Geometric pottery.
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4.4.4.1 Qualitative Evaluation

We separately assess the bene�t of sketch completion and feature weighting for improving the

search result in a retrieval system, with a particular focus on domain tasks in archaeological object

comparison. To this end, we use one speci�c vessel, the black-�gure lekythos KF9049 (F IG . 4.10,

upper left corner). It is agreed upon modern by domain researchers that the main characteristic

for the attribution of this type of vase is the details of their shape [ 13]. An unfractured example

was picked deliberately, as it allows us both the evaluation of the reconstruction as well as

the comparison of the retrieval to a ground truth. Yet, as the pipeline expects an incomplete

input, we manually remove the lekythos's handle and spout (F IG . 4.10a), well known weak spots

of the geometry. This results in a reasonable amount of missing geometry while mimicking a

characteristically placed fracture line, similarly exhibited by a large number of de facto fractured

objects. We compare the performance of the SCD, focusing on matching the object silhouettes to

the HoG, using local gradient information.

Reference Ranking. As a ground truth for the retrieval, archaeologists determined the 15

most similar target objects according to domain consideration from all reference objects in the

search space. This ranking was established using a holistic approach by considering the vessel

shape and the style of painting in toto. That is, they differentiate the objects based on the main

Greek painting styles ( i.e., black-�gured, red-�gured), and then perform an exclusion of speci�c

shapes (e.g., bulgy shapes) that are dissimilar to the query. The remaining target objects are

ranked by looking for analogies to the reference, a common approach in archeology. This results

in the 15 objects, documented by 30 images (two per object) in F IG . 4.10.

Retrieval with Fractured Input F IG . 4.10a displays the top 30 images of the ranked result

set retrieved using the incomplete input object. The upper row shows the retrieval results using

the SCD while the lower row shows the HoG-based results. It can be seen that both descriptors

are able to retrieve images visually similar to the query image, ranking equally thin-shaped vases

�rst. The rotation-invariance of the SCD also yields some outlier results of �at vessels having

a similar, but differently oriented, silhouette. W.r.t. to the reference ranking, we can observe

that none of these best-ranked references is present in the reference set, i.e., this result does not

re�ect the experts' notion of similarity. However, this is an expected result, as the applied FDs

cannot compensate for missing geometry. Hence, the top results are mostly comprised of similarly

broken vases.

Sketch-Aided Retrieval F IG . 4.10b illustrates the ranked results based on sketch-completed

query objects. Here, we use the rendered object with the sketched silhouette as a thin black

line but without any additional texture completion. A visual inspection of the top 30 results

shows a much stronger resemblance to the reference results for both descriptors. Numerically
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F IGURE 4.10. Ranked result sets obtained from different retrievals of KF9049 , using an incomplete
query object (a), the sketch-completed input (b), additional texture inpainting (c), and additional selective
weighting (d). The top row shows the 30 most similar entries from the given search space, ranked by
similarity according to archaeological knowledge. If a result object is present in this reference set (match),
the �ll level of the blue background indicates the accuracy (E Q. (4.4)) of its position compared to this
reference ranking. The numbers on the right indicate both the number of matches between retrieval and
reference sets as well as the distance between them according to E Q. (4.3).

this improvement manifests itself with 15 and 11 of the top 30 matches overlapping with the

reference for the HoG and SCD, respectively.

Besides a mere matching count, we also investigate the similarity of the rankings in more

depth. To this end, we measure each matching image's ranking deviation from its ranking in

the reference set. Speci�cally, we determine the quality of a retrieval with the result vector vret

w.r.t. a n ref -dimensional reference result vector vref 2 Rn ref by the normalized mean Manhattan

distance

(4.3) D(vret , vref ) Æ
1

n2
ref

X

i 2[0..n ref )
D i (vret [ i ], vref ) ,
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with

(4.4) D i (v,vref ) Æ

8
<

:

j i ¡ j j , if 9 j 2 [0 . . n ref ) : v Ævref [ j ]

n ref ¡ 1 , else,

as the accuracy of a speci�c result item i . In F IG . 4.10, these accuracies are indicated by the

�lling level of the blue bar in the background of matching vessel images, with a completely �lled

bar suggesting a perfect correlation between retrieval and reference position ( D i Æ0), while a

completely empty bar, contrarily, suggesting the largest possible offset ( D i Æn ref ¡ 1). The overall

distances D are given for each query, together with the hit count, on the right hand side of

F IG . 4.10. If we compare the HoG to the SCD results from an archaeological point of view, we

observe that the HoG performs better. We attribute this to the fact that the reference set is –

like the query object – comprised of black-�gured lekythoi. The color agnostic SCD ranks several

red-�gure lekythoi with similar shape proportion also as top hits.

Texture Inpainting. With additional texture inpainting of the sketch-completed query (F IG . 4.10c),

the HoG-based result improves signi�cantly, giving 22 instead of 15 matches and a decreased

distance of D Æ0.51. Note that this inpainting step does not affect the retrieval using the SCD,

as this descriptor incorporates the silhouette information solely.

Selective Weighting. The quality of the results can be further re�ned by incorporating expert

knowledge, thereby adjusting the weighting for different regions. In the case of the lekythos

KF9049 , archaeologists experimenting with our prototype implementation put the focus on

regions containing original texture and shape and disregard the importance of the presence

of a handle. This reasoning is based on their domain experience that similarity relations of

lekythoi have to be detected in vessel pro�les, whereas attachments such as handles are less

signi�cant [ 213]. F IG . 4.10d shows the corresponding weighting (left) and the ranking results

obtained incorporating these weights. We observe a further improvement of the number of

matches of 13 and 23 out of 30, as well as a yet smaller overall distance of D Æ0.70 and 0.41 for

SCD and HoG, respectively. For the following experiments, the HoG was used exclusively as it

generally yields better results. We attribute this to the fact that shape information alone is not

suf�cient to model an expert's notion of similarity. By relying on gradient information, the HoG

is not only capturing an object's shape but also indirectly colorimetric information.

Re�ection Invariance. While the images in the reference set in F IG . 4.10 mostly show

lekythoi with a single handle which is on the right side, the side from which an object is

photographed may vary from fascicule to fascicule or even within a single publication. Still, the

object's orientation should not in�uence the similarity computation. Hence the retrieval must

be invariant w.r.t. a target appearing in horizontally mirrored fashion w.r.t. to the query. For

evaluating the re�ection invariance of our search, we choose the Attic Geometric pitcher KHM IV
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1 (F IG . 4.11, left). The object belongs to a speci�c group of pitchers exhibiting globular bodies

with vertical gadroons and a broad concave neck, all dated to Late Geometric Ib (c. 750-740 BCE).

Based on similarities in vessel shape and vase painting, three further pitchers are attributed to

this workshop or, more speci�cally, to the same painter/potter [ 214]. Those are Karlsruhe B 2680

(a), Oxford 1894.13 (b), and British Museum GR 1878,0812.8 (c).

Same as with the lekythos, we introduce a reasonable amount of fragmentation by arti�cially

removing the handle (F IG . 4.11, top row, left), resembling a realistic state of incompleteness.

Even with the retrieval conducted with the incomplete object, our system is able to detect one of

the similar pitchers: Oxford 1894.13 (b), highlighted with dark blue background in the top row of

F IG . 4.11. The matches on rank 2 and 4 (highlighted in light blue) are other pitchers with similar

proportions of the vessel's shape, Louvre CA 1940 (e) and Tübingen 6214 (g). When applying

our sketch-aided retrieval, but without our adaption for re�ection invariance (S EC. 4.4.3.2),

Karlsruhe B 2680 (a), the best preserved similar pitcher, is ranked in �rst place (F IG . 4.11, 2nd

row). Additional pitchers are on ranks 2, 3, 6, 9, and 10 with Tübingen 6214 (g), Berlin 31044

(h), Würzburg H 5171 (d), Louvre CA 1940 (e) and Tübingen S./10 1088 (f). According to the

primary publication of KHM IV 1 [214], the Würzburg pitcher is very close to the Vienna pitcher

regarding the vessels' shape and proportions. Oxford, which was previously ranked in �rst place,

is no longer within the top 10 since it is photographed only from the front, the back, and with the

handle on the right side. With a re�ection invariant search (F IG . 4.11, 3rd row), all of the three

pitchers attributed to the same workshop, Karlsruhe B 2680 (a), Oxford 1894.13 (b), and British

Museum GR 1878,0812.8 (c) are ranked within the top 10 together with 4 other pitchers already

mentioned above. These are all pitchers from the Late Geometric Ib/IIa period (3rd quarter of the

8th century BCE), relevant results albeit being from different workshops as the KHM IV 1 .

4.4.4.2 Quantitative Evaluation

Due to several steps of our proposed pipeline requiring user interaction, a manual evaluation with

a large number of queries is not feasible. Therefore, we evaluate the query completion (S EC. 4.4.2)

and the CBIR (S EC. 4.4.3) components of our system unsupervised by generating a large number

of synthetic queries exhibiting different degrees of fragmentation. We simulate the user input

for sketch completion with varying levels of sketching pro�ciency. Two different scenarios are

evaluated: the retrieval of KF9049 , the lekythos shown in F IG . 4.10, and the retrieval of arbitrary

vessels picked at random from our search space.

Synthetic Fracturing We aim to introduce a level of fragmentation to the depicted objects,

resembling the effects of wear and decay experienced by de-facto broken artifacts. The basis for our

experiments at this point is not 3D scans but the extracted photographs. Consequently, physics-

driven fracturing methods, which typically require 3D models [ 215], are not applicable. A common

method to generate plausible fracture patterns for fragile objects is to use a Voronoi tessellation of
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F IGURE 4.11. Retrieval results for the incomplete geometric pitcher KHM IV 1 with the untreated
incomplete query (top row), the sketch-completed and inpainted query (middle row), and the re�ection-
invariant distance metric (bottom row).

the object's surface. We resort to a similar approach as proposed by Banterle et al. [91] by cutting

through a two-dimensional Voronoi tessellation superimposed on the image. The Voronoi seed

points are placed normally distributed around a cutting curve function f , splitting the tessellation

into two disjoint subsets. To generate a cut exhibiting a high amount of randomness and jitter,

f is de�ned by a series of 8 superimposed sinusoidal functions f (x0) Æ
P

i 2[0..8) m i sin(a i x0), with

different random amplitudes m i and frequencies a i . x0 and y0 are the canonical basis of a

coordinate system rotated by an arbitrary angle ° 2 [¡ ¼,¼) w.r.t. the image's coordinate system.

The system's origin P is placed at random within the subset  of image pixels belonging to the

displayed object (F IG . 4.12, left).

A total of 100 Voronoi points hx0
s, y0

si are seeded around f (x0) with coordinates x0
s » N x(0,0.15h),

y0
s » N y( f (x0),0.1h), with h denoting the image height, resulting in a high cell density in the

proximity of the cut. W.r.t. the arbitrary tesselation in F IG . 4.12, right, f (x0) divides the resulting

Voronoi cells into three sets: (i) fracture cells M f with all pixels above the curve (white); (ii) object

cells M o with all pixels below f (blue); and (iii) cells M i intersecting the curve (orange). The

�nal image fracturing is performed by setting all pixels ª Æ \ M f to white color. The fraction

of removed object pixels jª j/j j (fragmentation rate) is limited to an interval of [0 .05,0.95] by

discarding cuts, resulting in less or more fragmentation.
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F IGURE 4.12. The fracturing is based on a cutting function f (x0), originating at a random point P within
the object pixels  (left). Points placed with distribution N1 and N2 serve as seeds for a Voronoi tessellation
(right).

Sketch-line Distortion. For the unsupervised evaluation system, we also have to mock the

contour completion, otherwise contributed by the user. To this end, we synthetically generate

sketch lines exhibiting the characteristics of user sketches with different levels of accuracy and

distortion. The basis for such a sketch line is the outer contour ±ª of the removed object part

ª . As ±ª represents a `perfect' sketch of the missing silhouette, it is subjected to a series of

transformations, aiming to mimic the traits of a human-created sketch. We identi�ed three

characteristics of a user-created sketch which we approximate arti�cially:

1. Sketch-lines are generally smooth continuous strokes without many scribbles. In contrast

to that, the contours of the extracted object mask exhibit high-frequency components, either

due to artifacts of the segmentation process or due to the abrasive surfaces of the artifact

itself. As a countermeasure, a curve smoothing based on the concept by Mokhtarian and

Abbassi [216] is applied, as indicated on the left side top of F IG . 4.13.

2. Strong curvatures are often drawn using two intersecting lines (F IG . 4.13, left bottom).

We approximate said behavior by �rst detecting high curvature points along the contour

using the algorithm by Rosenfeld and Johnston [ 217]. After discarding points with a

curvature above a threshold angle of ¼/3 and a subsequent Non-Maximum Suppression

(ALGORITHM 1), the remaining points are used to split ±ª into segments which are then

smoothed independently. As a result, we get a contour exhibiting both smooth curvatures

as well as sharp bends, resembling points where two sketch lines meet.

3. We experienced that even for experts, it can be hard to accurately sketch the exact propor-

tions of the once complete object. Let © Æ \ ª be the set of pixels showing the remainder
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F IGURE 4.13. Left: The sketch lines are subjected to a smoothing (top) while strong curvatures are
preserved using an angle criterion (bottom). Middle/Right: The linear distortion of sketch lines is governed
by a control rectangle Q l , Qr , R l , and Rr .

of the fragmented object, and Q l , Qr its intersection points with the contour ±ª (F IG . 4.13,

middle). We observe that sketch distortions aggravate with increasing distance from ©, and

are almost zero near the bases Q l , Qr . We simulate this error by applying a random linear

distortion that similarly increases with the distance from ©. To this end, we de�ne a control

rectangle given by the base points Q l , Qr , and two reference points R l , Rr at a distance

hR . hR is de�ned as the height of the straight bounding box of ±ª in the coordinate system

with canonical basis x00, y00. Applying random displacement vectors d l , d r to R l , Rr allows

us to map the linear distortion of this control rectangle to each point P 2 ±ª via bilinear

interpolation of the displacement vectors, giving the distorted point P¤ 2 ±ª ¤ (F IG . 4.13,

right). Note that the displacements at Q l , Qr are 0.

As a measure of the overall distortion caused by these transformations (sketch line distortion),

we compute the normalized mean Euclidean distance between the original contour ±ª and the

distorted contour ±ª ¤ .

Experiment Setup. We quantitatively evaluate the performance of the CBIR (S EC. 4.4.3)

based on (i) the fractured image; (ii) the fractured image with distorted sketch lines; and (iii) the

thereof reconstructed (inpainted) image.

KF9049 with Different Fractures. In the case of KF9049 we can rely on the reference

ranking introduced in the previous section (S EC. 4.4.4.1, F IG . 4.10) with n ref Æ30 elements.
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We generate 200 different synthetic fractures plus corresponding distorted sketch lines. The

normalized mean distance of the result vectors to the reference (E Q. (4.3)) is computed for all

examples and for each of the fractured, sketch-completed, and inpainted queries (F IG . 4.14). Each

marker encodes the orientation of the local x0, y0 coordinate system (henceforth referred to by

`cut plane orientation') w.r.t. to the global x, y, as well as the fragmentation rate. The queries

with the fractured input perform clearly worst, with the majority of the data points being close

to maximum distance D Æ1.0. Lower distances correspond with a lower fragmentation rate,

indicating that the retrieval with the incomplete object worsens with increasing fragmentation

rate. The �gure clearly shows that adding the sketch outlines improves the results drastically,

while the texture inpainting leads to an additional minor improvement. To summarize, as

expected, the results generally degenerate with increasing sketch-line distortion as well as with

increasing fragmentation rate. Moreover, there is no noticeable correlation between cut plane

orientations and retrieval accuracies.

F IGURE 4.14. The normalized mean distance D over the normalized sketch-line distortion for 200
fractures plus distortions of KF9049 with incomplete (green), sketch-completed (violet), and additionally
inpainted (yellow) queries. The markers indicate the orientation of the cutting function f and the degree of
fragmentation. The closeup on the lower range of the Y -axis, as well as the semi-transparent linear trend
lines, reveal an additional slight performance increase with the sketch-completed+inpainted queries.
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Arbitrary Vessels. For the evaluation with arbitrary queries, we manually select 55 images

from our search space depicting a whole vessel. For each of them, four fractures, on average, are

generated automatically, resulting in a total of 200 sample queries. For these cases, there is no

reference ranking by experts available. Instead, the ranking that would result from the query

with the non-fractured object is taken as a reference. Thus, we are not restricted in the number

of elements of the results vectors we compare, but we could potentially compute the distance

between the entire vectors. We decided to compare the �rst 100 elements, as it appears that there

are at least 100 relevant reference images in our search space for each of the selected inputs. The

mean distances over the fragmentation rate are given in F IG . 4.15.

For the incomplete queries, a similar behavior as with KF9049 can be observed. The sketch-

completed and inpainted versions perform clearly superior, but in contrast to KF9049 the distri-

bution appears to be wider spread. It is interesting to observe that, when considering a diverse

set of objects from the search space, both sketch-completed and additionally-inpainted queries

exhibit roughly similar trends as visible for KF9049 (F IG . 4.14). We take this as an indication of

the robustness of our method.

F IGURE 4.15. The normalized mean distance D over the normalized sketch line distortion for 200 experi-
ments, based on 55 arbitrary vessel depictions and different fractures, with incomplete, sketch-completed,
and inpainted queries (legend as de�ned in F IG . 4.14).
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4.4.5 Discussion

In the following, we present several thoughts regarding the applicability of the 3D+Sketch

retrieval approach (S EC. 4.4.5.1) before we also discuss some of the limitations and shortcomings

(SEC. 4.4.5.2). Finally, we present a few still open research questions (S EC. 4.4.5.3).

4.4.5.1 Applicability

From our experiments, we conclude that the incorporation of user sketch-aids and relevance

feedback can help to improve and re�ne domain-speci�c search tasks on incomplete shapes.

With the sketch interface and the quality assessment, the domain expert can quickly �ll in

missing parts and visually compare the query to target objects. Sketching is an effective tool

to test hypotheses, e.g., whether certain object shapes or variants are present in a collection.

Our experiments show that sketch-aided retrieval is generally more effective in the case of a

partial search. On the one hand, a sketch allows a user to specify the overall extent of the object

more intuitively than by just providing a bounding box. Said is necessary for proper rescaling,

especially if parts at the top or the bottom of the object are missing. In such cases, it is the main

driving factor for improvement, as shown with KF9049 in F IG . 4.10. On the other hand, the

sketch is a necessary prerequisite for texture inpainting, where it serves as a boundary. Extending

the currently used HoG features with texture features could further improve the impact of the

sketch-aid and inpainting on recall. With our tests, we also establish that selective weighting

provides a reasonable means for domain experts to incorporate their domain knowledge. Our

evaluations also demonstrate that SCD can be quite useful in cases where we want to search

for similar vessel shapes independently of the painting style, e.g., for a diachronic analysis of a

vessel type's shape development in different regions.

Concerning runtime, the of�ine preparation of the search space (image segmentation, descrip-

tor extraction) takes several hours for all images on commodity hardware with non-optimized

implementations. However, all pipeline parts pertaining to the retrieval (sketch pruning, texture

completion, similarity computation) can be computed interactively, i.e., within a few seconds for

the whole search space with 3,340 images.

4.4.5.2 Limitations

A problem may arise if the amount of missing geometry is too large for the expert to recognize a

plausible completion variant. Our experiments showed that sketch-aided search is of particular

advantage in the absence of a part changing the overall shape, e.g., the absence of a handle

or a spout. In such cases, a de�nite improvement in retrieval results could be observed. As

expected, sketch-completing only small or irrelevant missing parts showed no obvious advantage

over standard retrieval for incomplete objects. We also note that we evaluated our sketch-aided

retrieval approach on learned features using a pre-trained general-purpose neural network [ 100].
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However, using the query object (a) and (c) shown in F IG . 4.10, those features produced only

between 0 and 2 out of 30 matches. We conclude that general-purpose pre-trained networks may

not produce suf�ciently specialized features for the domain-speci�c class of objects used in our

evaluations.

Two limitations are also related to the images the search space is comprised of. First, some

archaeological photographs do not follow the given standards, e.g., some depict a brightly illumi-

nated object in front of a dark background ( c.f. SEC. 3.2.1). In such cases, the automatic object

segmentation fails. Thus, the SCD is not applicable and the HoG is usually severely affected

by erroneous gradients in the background. Second, while our pipeline is able to cope with an

incomplete query object, the same does not hold for objects in our search space with missing parts,

as is the case for several of the lekythoi in F IG . 4.10a. Since the overall shape differs signi�cantly,

such objects will not be found when querying with a complete input.

4.4.5.3 Open Research Questions

Our approach currently supports low-level editing of the query shapes. Improved editing could

make use of semantic-sketching techniques [ 218]. However, semantic sketching requires appro-

priate generative modeling procedures to cover the application domain, which may be expensive

to obtain for many different shape types. Another idea is to guide the user while sketching in

an online fashion, based on available target data, following the ShadowDraw idea proposed by

Lee et al. [79]. Generally, it appears the information of how the original vessel looked like has to

be present in an incomplete shape since an expert is able to complete it with a high amount of

certainty. Hence, perhaps an automatically generated completion hypothesis can be presented

using ML techniques if suf�cient training data is available.

Regarding the CBIR, we rely on engineered (S EC. 4.4.3), as preliminary results on learned

features from a general-purpose network were not able to produce meaningful results for the

domain-speci�c data used in our experiments. As stated, the applied FD is an interchangeable

part of our pipeline. Hence, other FDs can be readily added to the prototype implementation in

an effort to further improve the retrieval results.

Within the presented pipeline, we investigate the retrieval over a search space of archaeologi-

cal photographs. Nonetheless, the approach can be readily adapted to support the retrieval over a

search space also comprising 3D models if the necessity for that comes up. To this end, the items

in the search space can either be rendered (view-based), allowing to use the rest of the pipeline

as it is, or, contrary to this, the incomplete query could be reconstructed in 3D [ 218], allowing the

application of 3D-based FDs.
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4.5 Conclusion

Within this chapter, we present two orthogonal retrieval approaches: NPC/W-NPC (S EC. 4.3) and

3D+Sketch (S EC. 4.4). Both combine different combinations of modalities and �ll a niche in the

taxonomy of approaches (T AB . 4.1). The NPC/W-NPC takes a 3D model of a complete or near

complete vessel as input and supports the search over a search space of other complete or near

complete 3D models using a sparse representation of the objects' pro�le curves. This method

was developed speci�cally for a retrieval challenge [ 42] where it competed against deep-learning-

based methods. Even though most of them outperform this approach, we believe the strength of

this method is its generalizability, as it is applicable for arbitrary rotational solids in contrast to

the other submitted techniques, which were speci�cally trained for the given dataset of Peruvian

pottery. Another signi�cant advantage of the NPC/W-NPC is its transparency (white box). I.e., it

can be unambiguously determined and visualized which parts of two objects is responsible for

their similarity or dissimilarity, as well as its high ef�ciency due to the very compact FVs (just 50

�oating-point values with our parametrization).

The newly introduced query modality 3D+Sketch requires an (incomplete) 3D model as input,

which is used to query a search space comprised of images. To this end, we present an appropriate

work�ow and implementation, which we apply to several representative use case scenarios

from the archaeological research domain. The evaluations show that the usage of user sketches

and subsequent texture inpainting in order to complete and modify the 3D query object can

signi�cantly improve the search. The query modality provides the �exibility to search based

on incomplete shapes in particular and to explore hypotheses of possible shapes in a target

repository. While the sketch completion itself is intuitive to be applied by any user without special

skills, domain knowledge of existing object shapes will lead to a better sketch and, in turn to a

better retrieval result. Finally, result visualization and weight adaption support the analytical

retrieval process.

To summarize, we believe that both of the presented retrieval methods represent valuable

additions in their own right to the �eld of context-based retrieval in CH. In view of the different

modalities of the available data and the collection of presented techniques, one of the core

topics for future research should focus on methods that are capable bridging modality gaps, i.e.,

cross-modal retrieval methods.
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Despite not being a research objective from the start, the similarity retrieval of pottery based on

the semantic scenery depicted by their vase paintings has become a focus once it was learned

that this is a relevant objective for establishing object similarity from an archaeological point

of view. This chapter introduces a high-level classi�cation of the different elements of a vase

painting and presents a retrieval approach for one speci�c type – i.e., motifs.

5.1 Introduction

As opposed to the topic of shape-based retrieval of ancient pottery has been the subject of intense

research, the retrieval based solely on textual information received comparably little attention.

Although some retrieval systems focus on shape, they also directly or indirectly make use of

textual information, e.g., in order to distinguish between black-�gured and red-�gured vases.

Nonetheless, such systems are futile if a user wants to search for a speci�c depicted �gure or

scenery, crucial cues for the attribution to a painter or workshop [ 10]. To this end, specialized

retrieval methods are necessary.
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This chapter is based on:

• Lengauer, S., Komar, A., Labrada, A., Karl, S., Trinkl, E., Preiner, R., Bustos, B., Schreck, T.,

�Motif-driven retrieval of greek painted pottery�, inEurographics Workshop on Graphics and

Cultural Heritage, Eurographics-European Association for Computer Graphics, The Eurographics

Association, 2019, pp. 91�98.doi : 10.2312/gch.20191354

We differentiate between different manifestations of surface decorations on ancient pottery.

In most cases, we observe purely colorimetric patterns resulting from paint being applied to the

surface. However, surface patterns can also comprise geometric deformations of the surfaces in

the form of reliefs or incisions (F IG . 5.1). Even combinations of colorimetric and geometric surface

decorations are possible. We can also distinguish between `high-level' paintings, i.e., humanoid

�gures, mythological creatures, and the like (henceforth referred to by `motif ') and, as opposed

to this, `ornaments' which are characterized by their rather rudimentary shapes, which usually

occur in a repetitive manner as background �lling. In this chapter, we focus exclusively on motifs,

while ornaments are the subject of the next chapter (C HAPTER 6).

F IGURE 5.1. Left: A Corinthian aryballos exhibiting geometric decorations in the form of incisions as well
as lavish colorimetric paintings. The latter can be further divided into motifs (lions and panthers) and
ornaments (rosettes and petals). Right: A botella shape from the Lurin culture features several colorimetric
patterns which appear in combination with a relief revealing a face structure. ( Image source for aryballos:
[74]).

We present a search engine for motifs on vase paintings for the purpose of comparison and

retrieval. We follow a QBE concept, meaning users are able to provide a reference image showing

the motif they want to search for in a database comprised of archaeological photographs. While

our considered data set is not small (hundreds of vessels), obtaining large amounts of faultless
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labeled training data for supervised ML approaches is generally dif�cult. Therefore, we base our

approach on an appropriately designed, unsupervised work�ow for image segmentation, feature

extraction, retrieval, and result visualization.

After a brief discussion of the related work regarding motif-driven retrieval (S EC. 5.2), we

present our proposed work�ow on the matter (S EC. 5.3) before we conclude the chapter with a

few thoughts on the relevance and future of this kind of content-based retrieval (S EC. 5.4).

5.2 Related Work

Motif-driven retrieval falls into the very broad �eld of feature-based multimedia retrieval. While

there have been several approaches presented pertaining to the retrieval of similar ornaments

(discussed in SEC. 6.2), related work regarding the retrieval of semantically similar motifs on CH

objects is very sparse, as concluded in the survey by Karl et al. [55].

Itskovich and Tal [ 219] present a partial matching scheme for reliefs with an QBE approach

by detecting salient points for which they compute local FDs. Combined with a segmentation of

the pattern shapes, they are able to measure the similarity between segments and reveal similar

regions. They demonstrate the applicability of their approach on a series of CH objects. Two years

later, Leifman and Tal [ 220] combine their local description approach with ML to validate the

search of a given motif.

Crowley and Zisserman [ 221] describe an approach for the automatic annotation of gods

and animals depicted on ancient Greek vessels. To this end, they leverage associated textual

descriptions of vase paintings provided by the BAPD. From those, they extract prede�ned

keywords using text-mining techniques. Consequently, they are able to link the featured gods

and animals, mentioned in these descriptions, to the actual image area in which they appear.

Using this knowledge, they label new images with appropriate descriptions of which �gures can

be seen on the painted pottery surface.

Furthermore, there are two ongoing research projects dealing with the topic of semantic anal-

ysis of ancient Greek pottery. The �rst project, “EGRAPHSEN. Möglichkeiten und Perspektiven

der digitalen Malerzuweisung bei attischen Vasen” 1, led by Prof. Dr. Martin Langer, deals with

the classi�cation of painters and workshops of attic vases. To this end, they annotate a very large

set of surface paintings, e.g., �gures, tools, and ornaments, but also the atomic building blocks

such as eyes, hands, etc. These extensive annotations are used as training data for a deep neural

network which should be able to decide if two vases were decorated by the same artist. In a

recently published �rst research paper [ 222], they validate their proposed concept with an initial

dataset comprised of 1 ,810 images of vase paintings attributed to 31 painters, with a total of

172,571 individual annotations. Using the learning-based classi�cation, they obtain very mixed

results with a high accuracy for object classes such as `mouth' and `nose', but a comparably low

1https://www.uni-goettingen.de/de/598165.html
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accuracy for other classes such as `leg' or `folds', showing that the problem is very challenging

even in the presence of numerous training examples.

The second project, “Iconographics. Computational Understanding of Iconography and Nar-

ration in Visual Cultural Heritage” 2, lead by Prof. Dr. Corinna Reinhardt, researches the icono-

graphic understanding and visual narration of Attic vase paintings. To this end, they use different

computer vision methods, such as object detection, pose and gaze estimation, action recogni-

tion, and image captioning. They manually annotate a large set of images (9 ,579 images with

28,138 annotations) which they use as input for a CNN. The �rst results show that an mAP of

roundabout 42% is possible for detecting individual items (`sword', `harpe', `�sh', etc.) with this

work�ow [ 223].

As can be seen, most approaches rely on deep learning methods for detection. Yet, to this end,

a large set of annotated training data is necessary [ 222] – something that is not available to us.

Conversely, we aim to achieve a similar performance with the usage of engineered techniques,

which has the advantages that (i) the resulting system is not tailored to a very narrow set of

use cases,e.g., black-�gured Attic pottery; and (ii) results are easily explainable as opposed to

the black-box nature of deep learning techniques. Also, most research (apart from Itskovich and

Tal [ 219], who focus, however, exclusively on reliefs) is concerned with the classi�cation of vase

paintings and the attribution to painters/workshops. To our knowledge, there has been no system

presented to date which supports querying a database for a speci�c motif in a QBE manner.

5.3 Shape and Color-based Motif Search

We follow a QBE design for our system, as this was established to be the best-suited variant

for everyday use by archaeologists since they usually want to search for similar scenes or

motifs to a given exhibit. Our approach consists of two major parts. First, generating the search

space by discovering and extracting image segments, possibly corresponding to an individual

motif, from domain-speci�c images. Second, the similarity retrieval, which we base on the

contours of the extracted segments. The �rst part entails the preprocessing and segmentation of a

potentially large set of images and therefore needs to run completely unsupervised. This poses a

particular challenge for the extraction of the motifs. At this stage of the preprocessing, classifying

image segments as regions of interest and non-interest is not trivial and also not desirable.

Degenerated vases, poor image quality, etc., often lead to bad segmentation results, which can

leave classi�cation attempts cumbersome. Therefore, instead of performing an unsupervised

pre-classi�cation based on possibly ill-de�ned classi�ers, we include all resulting segments in our

search space as possible motifs, thus preserving all the extracted information for the subsequent

retrieval. Our data basis consists of a series of images depicting pottery with lavish vase paintings.

The motif extraction process needs to be conducted only once for all source images. The aim is to

2https://www.izdigital.fau.de/forschung/efi-iconographics/
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create a database of segments encompassing individual motifs. Together with its position inside

the source image, the segment outlines are also used for a user-friendly result visualization.

5.3.1 Concept

From images obtained from relevant domain publications and repositories, we automatically

extract a set of motifs with a tailored segmentation approach, described in S EC. 3.2.2. From those,

we compute meaningful features (S EC. 5.3.1.1), which are inserted into a database, serving as

the search space. A user-centered search is initiated by loading an example image and specifying

the area (motif) to search for. Extracting the same features as for the search space motifs and

computing a similarity measure (S EC. 5.3.1.2) to each of the entries in the database allows us to

provide the user with a ranked list of results.

5.3.1.1 Feature Extraction

We found that motifs are very well described by the shape of their outlines. Thus, we base our

retrieval mostly on the motifs' contours and, to a lesser extent, their colorization. In terms of

shape, we found that the Shape Context FD by Belongie et al. [99] is an appropriate choice for

this application. This local shape FD takes a point set representation of the contour as input.

In contrast to keypoints (`signi�cant' points in an image) which are used by most local FDs, the

points used for the shape contexts are taken at (roughly) uniform intervals along the contour,

giving a set of points P Æ{P0, . . . ,PN ¡ 1}, P i 2 R2. For each point of this set, a FV is computed,

describing the distribution histogram of the point's neighbors in log-polar space, thus increasing

the descriptor's sensitivity w.r.t. near-by points. An illustration of this idea is given in F IG . 5.2. In

terms of histogram resolution, we use br Æ5 radial bins for the log-radial component and bµ Æ12

angular bins, as recommended by Belongie et al. [99].

To extract P , we exclusively use the extreme external contour ± of the motif with a �xed

number of points of nP Æ100, which is an appropriate trade-off between accuracy and compu-

tational performance. To this end, we took every [j± j/nP ]-th point of the pixel-wise external

contour, with j± j as the number of contour points. If the resulting nP is too high, randomly

selected points are removed until the required number is met. Conversely, if the resulting nP is

too low, points are added iteratively by randomly selecting a point and placing a new point at a

linearly interpolated position in the direction of the next neighbor.

5.3.1.2 Similarity Score

With a FV assigned to all points {Q i }i 2 I of a query shape and all points {T j } j2J of a certain target

shape, the costs C i j ÆC(Q i ,T j ) of matching a pair of points can be estimated. Since histograms

are compared, the Â2 distance is an appropriate metric to this end. The total cost for assigning

all points in the query to all points in the target with the assignment ¼ is then given by the sum
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F IGURE 5.2. A motif showing a woman with a torch with its sampled contour (black dots). At three distinct
locations, the point histograms of the shape context FD [ 99] is visualized. These polar plots in traf�c light
colorization indicate the direction and abundance of other points.

of the individual costs

(5.1) eH (¼) Æ
X

i 2 I
C(Q i ,T¼(i ))

over all points I , which is an inverse measure of similarity. Finding the optimal assignment

(the assignment with the lowest costs) is a square assignment problem. It can be solved with

the Hungarian algorithm [ 224] with a runtime complexity of O(n3). For our experiments, we

applied the more ef�cient method proposed by Jonker and Volgenant [ 225], which is also of cubic

complexity but drastically reduces computational load through several optimizations.

From the inspection of the search space and discussion with domain experts, we conclude

that motifs often appear in similar poses but in a mirrored fashion. One speci�c example can be

seen in F IG . 5.4, showing two men with an outstretched arm, one facing leftwards and another

one facing rightwards. Hence, we make our retrieval also re�ection-invariant by additionally

considering a mirrored version of our query. This is achieved ef�ciently by reversing the order of

the angular bins bµ of the query descriptors, giving a re�ection-invariant sum of costs eH ref.(¼).

The overall cost w.r.t. a speci�c target is thus given by

(5.2) H Æmin { eH , eH ref.}.

Sorting all motifs in our database ascendingly by H yields a similarity-ranked list of the search

space. Alongside valid motif segments, our database is comprised of a number of segments

corresponding to background areas in-between or around motifs, as those are not discarded
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during the segmentation process (S EC. 3.2.2). Yet, those can share major parts of their contour

line with a motif (complementary contour) and are thus likely to also provide a good match in

terms of shape while being an undesired result. At the same time, in such cases, there is a huge

difference in the colorization of the query and target segment. Thus, we combine our shape-based

retrieval with a color-based criterion to discriminate complementary segments. Speci�cally, we

compute the Bhattacharyya distance [226] between the 256 bin grayscale histograms of query

and target segments to this end. Target segments with a distance equal to or greater than 0 .6 to

the query segment are excluded from the result set.

5.3.1.3 Search Interface

For the query speci�cation, we provide a customized user interface. The idea is that users can

specify the query by means of an example. To this end, they have to upload an image of a reference

object featuring the motif to search for. As the depiction can contain multiple motifs, we provide

the users with highlighting tools (a selection brush with adjustable brush size (F IG . 5.3, left)),

allowing them to select regions belonging to the motif as well as regions containing irrelevant

scenery. The selections serve as positive and negative seeds for the FG/BG segmentation by

Rother et al. [164], which is executed in the background every time the user �nishes a brush

stroke. In most cases, a very coarse selection with a few strokes produces suf�ciently good results.

The interface shows the preliminary results of this step in a separate view (F IG . 5.3, middle).

In cases where the proposed segmentation does not match the user's expectations, the selection

can be re�ned iteratively by adding additional brush strokes. In the example F IG . 5.3, it can

be seen that the hair of the depicted character has approximately the same saturation as the

remaining vessel surface, leading to an erroneous segmentation with the initial coarse selection.

By explicitly marking those areas as part of the foreground mask, an improved selection can

be obtained (F IG . 5.3, right). The outline of the foreground of this segmentation is taken as the

query for the subsequent retrieval. Alternative to this input interface, motifs depictions that have

been extracted by other means, e.g., graphics editors, could be loaded and used for retrieval as

well.

5.3.2 Experimental Evaluation

As a database, we select two recently published CVA fascicules with a focus on red-�gured vases,

exhibiting a representative range of various motifs on different vessel shapes, such as lekythoi or

open shapes like kraters, cups, plates, or pyxides. Those publications are CVA Berlin 13 [ 137] and

CVA Dresden 3 [ 227] (c.f. TAB . 2.2). Almost all the depicted vessels exhibit motifs as part of their

vase paintings. From all extracted images, we discard those showing a sherd or only a fraction

of an object but kept only those showing the vessels as a whole, resulting in a data basis of 57

and 42 images from CVA Berlin 13 and CVA Dresden 3, respectively. A total of 152 individual

image segments are extracted using morphological transformations and 785 using the EGBIS
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F IGURE 5.3. Left: The query motif can be speci�ed with a selection brush of adjustable size, while the
current segmentation result is displayed interactively in a separate view. The green and red brushes are
used for marking relevant and irrelevant areas respectively. Generally, a coarse selection should suf�ce.
Right: Erroneous segmentations in some areas can be iteratively re�ned with additional strokes.

(SEC. 3.2.2). This discrepancy results from a higher degree of fragmentation and the numerous

background segments yielded by the latter. We evaluate the aspects of similarity ranking as well

as different segmentation methods of our retrieval system using both �gural and ornamental

query motifs.

Figural Query Motifs. As a �rst query example, we select a depiction of a person exhibiting

a characteristic pose that often appears in our domain image space. F IG . 5.4, left, illustrates

the query image of a human �gure with an outstretched arm to the left, a gesture of speech.

The right side shows the 10 top-ranked retrieval results in descending order with the respective

highlighted with a green boundary. The numbers below the �gures denote the similarity score,

i.e., the assignment costs, E Q. (5.1)-(5.2), as well as the Bhattacharyya distance measuring the

colorimetric similarity of the segments. The upper row shows the results using the baseline

distance eH (EQ. (5.1)), without re�ection-invariance. As expected, the top-ranked result depicts

the query object itself. Overall, the top 10 results all correspond to �gural motifs, with several

�gures exhibiting variations relevant to the query motif, as con�rmed by the domain experts.

Due to the re�ection-variant nature of the baseline Shape Contexts, the found objects mostly

depict �gures outreaching their arm in the same direction.

Re�ection Invariance. When extending the similarity score to the re�ection invariant form

in E Q. (5.2), we obtain the ranked result shown in the 2nd row of F IG . 5.4. A quantitative im-

provement of the result set can be immediately read from the tighter distribution of top similarity

scores over a lower range. Qualitatively this is due to new high-ranked objects (highlighted in
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blue) that particularly depict �gures with an arm outreaching to the right . Note that, even with

the exact same input query, similarity scores can vary slightly from one run to the next due to

the non-deterministic sampling scheme employed for the feature extraction (S EC. 5.3.1.1). Hence,

the distances of result items, appearing in both rows of F IG . 5.4 are not perfectly equal.

F IGURE 5.4. Query motif of a person with an outstretched arm with retrieval results and distance metrics
for the baseline shape context descriptor and Bhattacharyya distance (top row) and with adjustment
for re�ection invariance (bottom row). Our approach is able to identify relevant motifs from the target
database, including re�ected motifs. Blue highlights indicate �gures stretching their arm in the opposite
direction of the query �gure.

Another example is given by an alternative query, a palmette leaf (F IG . 5.5). Even though our

method is speci�cally tailored to motifs as de�ned in S EC. 5.1, this ornament takes up a very

prominent role in the vase painting while exhibiting no self-intersections. Consequently, it can be

correctly segmented and searched for with our motif-search approach. This particular ornament

type appears in two photographs in the search space covering two palmettes on opposite sites

of the same vessel, below its handles. In this speci�c case, the query �nds multiple similarities

on both sides of the vessel, and – due to our re�ection invariant descriptor – mirror-symmetric

correspondences within each palmette. This example especially demonstrates the capability of

our similarity search for other applications, such as the unsupervised semantics-based clustering

of detail images.

F IGURE 5.5. Retrieval results for a palmette leaf appearing on opposite sides of the same vessel. Glyphs
above the �rst seven result items indicate the front or back view of the depicted vessel.
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Evaluation of Segmentation Methods. As a particularly challenging query example, we

chose an often reoccurring mythological �gure on Greek pottery, the depiction of Eros, the Greek

god of love, appearing as a young male �gure with wings. This motif exhibits a more complex

shape silhouette which is particularly dif�cult to correctly capture, both by shape descriptors and

segmentation methods. We use this example for a comparative evaluation of the two segmentation

approaches we consider in our approach (S EC. 3.2.2). The �rst row in F IG . 5.6 shows the results for

this motif using the EGBIS technique. After the query motif itself on rank one, this segmentation

leads to a result set containing three further Erotes in the top 10 rankings (blue highlights).

Within this top 10, we observe results depicting complex motifs that do not directly resemble a

characteristic winged �gure, which cannot be suf�ciently discriminated by our shape descriptor.

Moreover, we also �nd three clearly unrelated image segments corresponding to the mouths and

the feet of different vases, exhibiting a similar shape as well. This is a result of our design choice

to include all found segments in the search space. In the second row of F IG . 5.6, the same query

is run on a morphologically segmented database. Compared to the EGBIS-based result, we now

retrieve two Erotes, two depictions of a Nike (the winged goddess of victory), and a depiction of a

Siren (a mythological hybrid of woman and bird) after the top-ranked query object. On rank 9 is

an Eros image exhibiting a high similarity score that has not been present in the previous top 10

result set. As discussed in S EC. 3.2.2, this is due to an over-segmenting of its wings, which changes

the overall shape. However, the shape descriptor �nds hits 3 and 10 even in the face of partially

degenerated segmentations. As before, we �nd seemingly similar motifs of complex shapes, but

no unrelated mouth segment within the top 10. Overall, the morphology-based segmentation

proves to perform better for this query, which is also re�ected in the tighter similarity distance

distribution within the top ten list.

F IGURE 5.6. The retrieval results for a depiction of Eros as the query over a search space segmented
with the EGBIS technique (top row) and a search space segmented with morphological operations. A blue
highlight indicates the presence of a motif depicting a winged �gure.

Finally, we present three additional results for queries where only one or two valid results

exist in our database. Those include the motif of a Nike holding a mirror on a lekythos image
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(F IG . 5.7, left). The only other Nike with a similar pose and also holding a mirror takes the top

spot in the ranked results (excluding the query motif itself which is also taken from the search

space). Equally good results are achieved with the second motif, the depiction of a woman's head

wearing a sakkos, a characteristic head scarf (F IG . 5.7, middle). In the third example, a man with

an outstretched arm, two reference motifs appearing on the same vessel are ranked 2 and 10

(F IG . 5.7, right), emphasizing the capabilities of the re�ection invariance.

F IGURE 5.7. Three additional retrieval results are presented for the query motifs depicting a Nike holding
a mirror (left), a woman's head wearing a sakkos (middle), and a man with an outstretched arm (right). To
the right of the query is a selected valid result item with the number(s) in the lower left corner indicating
how it was ranked.

5.3.3 Limitations and Discussion

Motifs rarely occur unattached to the surrounding scenery but are oftentimes either connected

to other motifs or to other (more abstract) decorative paintings, e.g., a depiction of Menelaos

leading Helen home from Troy in F IG . 5.8(a), left. This poses a severe problem for the applied

segmentation approaches, which do not recognize them as disjoint components. With ancient

pottery, a common issue is that the surfaces exhibit characteristic degenerations in the form

of cracks and chippings (F IG . 5.8(a), right). This means parts of a motif are possibly missing,

and at the same time, arti�cial gradients are introduced, which is again a dif�culty for the

segmentation. Generally, the motif segmentation (S EC. 3.2.2) is the part of our pipeline with the

highest potential for improvement. Both our used methods have their respective strengths and

weaknesses. Yet, neither of them is capable of overcoming the mentioned limitations. Further

research should include the investigation of other segmentation approaches which do not exhibit

these shortcomings. The presence and locations of cracks could also be dealt with in a preceding

crack detection [ 228] step, leveraging both colorimetric and geometric cues.

The applied shape context FD [ 99] is variant w.r.t. non-rigid transformations. Hence, similar

�gures but in different poses are usually not detected. For our use cases, this was not much

of an issue, but if this should also be supported, the used shape context descriptor could be

readily exchanged for another descriptor [ 229], invariant w.r.t. this kind of transformation. High-

frequency details of a query cannot be represented appropriately since the number of contour
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(a) Intersecting motifs (b) Cut-up motifs

F IGURE 5.8. (a): Two motifs are intersecting each other (green circle) and parts of other decorative
paintings (blue circle). Intersections with cracks (red circles) and other surface de�ciencies are also
frequent. (b): Due to the motif (woman with sakkos and torch) spanning around a substantial width of the
solid of revolution, it cannot be captured with a single image, but it is cut up across several photographs.

points nP needs to be suf�ciently low for an ef�cient retrieval. The bottleneck in terms of the

runtime is the high complexity of the square assignment. While for nP Æ100, feature extraction

from the segmented contours takes about 7 .5ms per motif, and square assignment about 25 .1ms,

nP Æ150 already requires 16.6ms and 94.7ms, respectively.

The vase paintings depicted in the photographs we use as input are distorted due to the

curved surface of the vessels. On the one hand, this introduces unwanted non-linear contortions to

the motifs. On the other hand, motifs usually are not well captured with a single photograph, but

multiple photographs from different views are necessary (F IG . 5.8(b)). At the time the presented

experiments were conducted, the af�liation of photographs to objects was not yet introduced

to the used search space. It is thus possible (however unlikely) to get multiple matches for the

same motif on the same vessel but from different perspectives in the retrieval result set. A more

pressing issue is the distortion in some motifs, induced by the curved surface they are painted

on, as well as the parts of the motif altogether missing (F IG . 5.8(b)). All of these issues can be

potentially overcome by applying the Direct Elastic Unrolling method by Houska et al. [78] to all

records in the search space. Unfortunately, this method was only developed after the presented

feasibility study, partly as a response to the mentioned shortcomings. If the motif-driven retrieval

method is further improved, it would be interesting to see how this image unrolling method can

bene�t the retrieval. Alternatively, if 3D models of search space objects are available, they could

be included without further adaptions of the pipeline if they are �attened with any unwrapping

method (c.f. SEC. 3.1).

5.4 Conclusion

We can summarize that – in contrast to shape-based retrieval – the retrieval based on motif

similarity has not yet been the focus of intense research. Existing approaches rather focus on
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classi�cation instead of searching. To this end, they employ deep learning techniques which they

train on large sets of annotated data. While this seems to result in decent precisions, the �eld

of possible applications is very narrow as the employed networks are trained for very speci�c

tasks. As opposed to this, our engineered approach is readily applicable for other cultures and

epochs, or even other domains altogether, if the similarity of surface areas correlates with their

shape and color. Since our approach is baed on semantic segmentation of vase paintings, we

also have to cope with the limitations and problems inherent to this process. To this end, we

combine a semantic segmentation of vessel surfaces depicted on archaeological photographs with

a feature-based retrieval. For the retrieval, off-the-shelf shape and color FDs are adjusted to our

needs. Our experiments show that the resulting retrieval system �nds semantically relevant

images for different query motifs on a representative target search space. Hence, we believe that

our proposed motif retrieval pipeline poses a valuable contribution to this �eld of research. Also,

it is likely that retrieval by motif similarity will gain increased relevance due to the need by

domain researchers, who face an ever-increasing number of documented artifacts, and a lack of

robust methods to this end.
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This chapter investigates the detection, recognition, retrieval, and classi�cation of the ornamental

parts of vase paintings. Literature provides no explicit de�nition of `ornament', which is used

interchangeably with `pattern'. The methods presented in the following are speci�cally for

ornaments as de�ned in S EC. 5.1 and have been intensively researched in the second project half.
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6.1 Introduction

As opposed to motif information (S EC. 5.1) which is mostly found on Attic and Corinthian pottery,

ornamental decorations appear almost universally across all cultures and epochs. Even though

the preferences for speci�c artistic styles and shapes vary greatly, e.g., geometric shapes during

the aptly named Geometric period, more organic patterns during the Attic period, and a variety of

different styles in Peruvian pottery, they all have in common their relative simplicity (in contrast

to motifs) as well as their characteristic repetitive occurrence. I.e., ornaments typically contain

distinctive geometric features and often appear in ornamental bands or friezes, thus exhibiting a

signi�cant amount of symmetry and structure. At the same time, ornaments of common type can

appear in varying sizes, orientations, and irregular placements, posing a particular challenge for

the detection of similarities.

That is, smart tools for supporting the documentation, the analysis, and the study of orna-

mental information can be generalized to a large extent. Relevant tasks for archaeologic research

can be split into the following three categories:

T0 Detection. The automatic identi�cation and segmentation of repetitive patterns is a partic-

ularly relevant task, serving different applications such as documentation, analysis, and

retrieval. At the same time, it has a high potential for automation since it usually entails

modest but tedious labor, which can be circumvented using established self-similarity

detection techniques.

T1 Similarity Search. The motivation for ornament-based retrieval methods is identical to

that for shape-based or motif-based retrieval methods. I.e., such systems allow the discovery

of similarity clusters or unveil object af�liations and can thus assist the attribution of

artifacts to painters, workshops, stylistic eras, etc.
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T2 (Statistical) Analysis. The presence of multiple instances of a speci�c pattern type on an

object surface or also across multiple object surfaces allows for conducting qualitative

analyses regarding variability and variety [ 74]. Said can provide cues for generating

hypotheses regarding the tools used and how a vase was painted.

T3 Documentation. Similar to motifs, ornaments are part of the archaeological documentation

of vase paintings. However, due to the tediousness and time involved in tracing a large

number of repetitive shapes, they are oftentimes omitted from this type of documentation.

Contributions. Our contributions to the �eld are primarily focused on task T1 and T3 , while

T2 was investigated in a recent Master's thesis [ 230] based on our work. That is, we propose

three different concepts which address task T1 and T3 to different extents.

In the �rst study, we address the challenges of similarity detection in ornaments. Speci�cally,

we focus on patterns that exhibit a degree of repetitiveness, i.e., such which occur more than

once on a certain vessel. A key prerequisite developing and evaluating new detection techniques

is the availability of an expressive ground truth dataset. Since existing benchmarks did not

meet our requirements – they are, for example, mostly generated synthetically and do thus

not exhibit the impairments of real-world objects or comprise geometric instead of colorimetric

patterns – we present a benchmark on our own. That is, the main contribution of this study is an

annotated dataset comprising 82 different 3D models of painted ancient Peruvian vessels from

the MAJRC, exhibiting different levels of repetitiveness in their surface patterns. To serve the

evaluation of self-similarity detection techniques, our dataset was labeled by archaeologists who

identi�ed clearly distinguishable pattern classes. For those, we manually annotated all of their

respective occurrences on the corresponding 3D mesh surfaces. Along with the annotated data,

we introduce an evaluation metric that can rank different techniques based on the mean average

precision of correctly segmented 3D mesh patches. An evaluation of different incrementally

more sophisticated sampling-based detection approaches, as well as a domain-speci�c technique,

demonstrates the applicability of our benchmark. Alongside the source code of the evaluation

scripts, we provide our annotation tools for the public to extend the benchmark and further

increase its variety.

In a later work we take a look at how smart tools can support the classi�cation of patterns.

To this end, we use a subset of ancient Greek art, referred to as Geometric (S EC. 1.1). Distinctive

geometric patterns are typical for speci�c periods, regions, workshops as well as painters and

are an important cue for the archaeological tasks of dating and attribution. As mentioned, the

primitives of an artifact's ornamentation can be generally classi�ed into a set of distinguishable

pattern classes, which also appear in a similar fashion on other objects. Although a taxonomy of

known pattern classes is available for Geometric pottery in subject-speci�c publications [ 17], the

automatic detection and classi�cation of such patterns on archaeological photographs poses a

non-trivial challenge. In the future, such a classi�cation functionality could be provided using
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speci�cally designed and trained CNNs. As for now, the training of such a network is not possible

due to a lack of labeled training data, which at this point, does not exist for this domain context.

To address this issue, we propose an effective annotation system that allows a domain expert to

segment and label parts of digitized vessel surfaces interactively. These user inputs are constantly

fed back to a CNN, enabling the prediction of pattern classes for a given surface area with ever-

increasing precision. Our work paves the way for fully automatic classi�cation and analysis of

large object collections, which – with the help of suitable visual analysis techniques – can answer

research questions pertaining to pattern variability or change over time. While the capability of

our proposed annotation pipeline is demonstrated with the example of two characteristic Greek

pottery artifacts from the Geometric period, the proposed methods can be readily adopted for the

patternation in any other chronological period as well as for stamped motifs.

In the third and last work, we experiment with automated support for the generation of

archaeological drawings. The creation of such drawings (S EC. 2.2.3) is a common practice to

extract valuable information about the scenes represented in vase paintings. Generally, this

task involves extensive manual labor [ 74], which can be supported by the automatic detection of

repetitive patterns. That is, we propose a tool supporting the creation of archaeological drawings

with a semi-automatic extraction of ornamental surface sections based on a combination of user-

de�ned queries and self-similarity detection. Appropriate heuristics allow to detect the presence

and positions of ornamental bands, a frequently occurring arrangement where ornamental

primitives are evenly spaced along the tangential direction of a vessel's solid of revolution. Our

interactive tool allows domain experts to ef�ciently select ornamental queries and assess the

quality of resulting similarity detections. First experiments with real-world artifacts from ancient

Greek and Peruvian cultures con�rm the feasibility of the approach.

Structure of the Chapter. In the following (S EC. 6.2), we discuss relevant related work

pertaining to the topics of ornament retrieval and online learning. The core of the chapter is

the three technical sections corresponding to our different paper contributions. In “Repetitive

Pattern Recognition Benchmark” (S EC. 6.3, corresponding to [ 82]), we present an annotated

dataset of colorimetric patterns together with a selection of evaluation metrics for the comparison

of pattern detection approaches and a description of the work�ow used to obtain said annotations.

The section on “Interactive Annotation and Classi�cation of Geometric Ornaments” (S EC. 6.4,

corresponding to [ 83]) presents a concept for the ML-supported annotation and classi�cation

of colorimetric ornaments by the example of Greek Geometric pottery. The third technical

section on “Semi-automated Creation of archaeological Drawings” (S EC. 6.5, corresponding

to [81]) investigates how an engineered self-similarity detection together with user interaction

can support the generation of archaeological drawings. S EC. 6.6 concludes the chapter with a

summarization of the presented contributions and a discussion of open research objectives.
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6.2 Related Work

Considering the varied approaches presented within this chapter, we focus on different scienti�c

topics. First, the very broad topic of pattern recognition. Regarding this �eld, we limit the related

work to CH applications, which is still an encompassing subject. We can differ between approaches

for the detection of patterns on 2D sources ( e.g., ancient texts) and patterns on 3D shapes.

The latter can be further split. While several methods have been proposed for the recognition

of geometric ornaments/reliefs [ 231–237] (c.f. disambiguation in S EC. 5.1), the recognition of

colorimetric ornaments [ 238–240] appears to be a more elusive topic. Some approaches even

combine those types [ 233]. Second, we take a look at different benchmark datasets for the

evaluation of pattern recognition approaches. Existing work on that is limited to entries to the

SHREC. Finally, we discuss existing works regarding the topic of interactive ML and labeling.

Pattern Recognition. Zhou et al. [231] present a web-based system for matching pottery

sherds, exhibiting stamped reliefs on their surface, to the respective paddle stamp design that

was most likely originally used for making these speci�c imprints. For each 3D-scanned sherd

uploaded by a user, a CNN extracts a binary image that encodes the (partial) curve patterns

of the stamp design. Another CNN consumes these binary images and determines the best

matching reference stamp design stored in a remote database. Curve-pattern extraction and

sherd-to-design matching are performed remotely on a GPU cluster. This allows archaeologists to

use the service directly from their browsers for remote collaboration.

Moscoso Thompson et al. [232, 233, 238] show that variants of the Local Binary Pattern (LBP),

a descriptor originally introduced to describe the local distribution of intensities of a binary image,

are suitable for detecting both geometric and colorimetric patterns. They extend an existing LBP

variant for triangle meshes ( meshLBP) [241] to work for arbitrary surface tesselations. This

so-called edgeLBP achieves state-of-the-art performance for the retrieval of geometric [ 232] and

colorimetric [ 238] patterns. Later on, they proposed another extension of the LBP descriptor,

the so-called Mean Point LBP (mpLBP) [ 233]. This descriptor was designed for the retrieval

and classi�cation of objects with similar geometrical patterns on the surface of a 3D shape.

The de�nition of pattern in this work refers to elements that are repetitive. Thus, it does not

characterize local decorative patterns but the whole object. Also, the considered patterns could be

geometric (e.g., variations on the shape) or colorimetric ( e.g., paintings). The paper experimentally

shows that the mpLBP is effective for retrieving relief patterns and that it is computationally

less expensive than related state-of-the-art techniques like the edgeLBP.

Pawlowicz and Downum [ 239] show how CNNs allow classifying pottery sherds exhibiting

colorimetric patterns based on colored images. They test their proposed system on Tusayan White

Ware from Northeast Arizona and conclude that their appropriately trained classi�er is able to

label inputs with an accuracy comparable to a trained human.

Bogacz and Mara [ 234] present GigaMesh, a software framework for visualizing 3D-scanned
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cuneiform tablets. The software uses the so-called Multi-Scale Integral Invariant �ltering for

describing the 3D data of the scanned tablets. From this input, it produces visualizations of the

documents that improve their readability. Furthermore, it supports �nding repetitive cuneiform

patterns in documents, applying ML methods for the feature computation. The authors state

that the GigaMesh framework could be extended for related problems, like studying stone wall

carvings or analyzing patterns in old documents.

Úbeda et al. [240] propose a deep learning approach for spotting patterns in historical

documents. Their approach works in two stages. The �rst stage indexes the documents from the

collection, computing deep FVs of local regions at multiple scales using the RetinaNet network.

The second stage processes and locates the patterns on the documents relevant to a query image

(QBE) by similarity search. The authors perform an experimental evaluation using a dataset of

hand-written medieval documents, showing that their approach obtains better effectiveness than

the state-of-the-art for the pattern localization task.

In Rodriguez and Song [ 235], saliency features are used to retrieve similar 3D ornamentations.

Visualizing the features with a feature map also supports the identi�cation and comparison of

local ornament elements. Many methods leverage a self-similarity approach to search for repeti-

tive structures in 3D surfaces. Gal and Cohen-Or [ 236] propose a means to detect and describe

salient regions based on curvature information. This method also proposes the construction of a

hashing index to accelerate the search for similar geometric patterns. Similarly, Mitra et al. [237]

devise an intrinsic approach to detect repetitive geometric patterns when the surface undergoes

a near-isometric transformation.

Benchmark Datasets. Several entries have been made to the SHREC. The SHREC 2017 track

“Retrieval of surfaces with similar relief patterns” by Biasotti et al. [103] proposes a benchmark

for retrieving surface patches from a 3D model with a relief pattern similar to a given example.

The dataset consists of 15 classes of so-called `tissues', obtained from different fabrics, which

de�ne each individual relief pattern of interest. Those relief patterns are applied to non-textured

3D models (12 models per class), producing a dataset of 180 textured models. I.e., the relief

patterns are obtained from real-world fabrics, while the 3D models are synthetically generated.

The experimental evaluation shows that the overall retrieval precision on this benchmark is

rather low, indicating the task is a dif�cult challenge.

The SHREC 2018 track “Recognition of geometric patterns over 3D models”, also by Biasotti et

al. [104], proposes a benchmark for recognizing relief patterns on 3D models. To this end, the track

organizers built a dataset from laser-scanned fragments of archaeological artifacts, comprising 38

triangle meshes divided into a “query dataset” (8 meshes) and a “model set” (30 meshes). The task

is to detect if an object contains none, one, or several of the given geometric patterns. Although

several groups registered for submitting results to this track, the task proved to be too dif�cult

for all state-of-the-art techniques, as no submissions provided fully satisfactory results. The main

dif�culties reported by the participants can be summed up as: (i) dealing with real-world noisy
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3D data; (ii) handling high-resolution data; and (iii) the absence of an adequate training dataset.

The results of this SHREC track show that the general problem of �nding patterns on actual

archaeological artifacts is a very hard problem to tackle, stressing the need for new datasets that

can be used for testing and training new retrieval methods.

The SHREC 2018 track “Retrieval of gray patterns depicted on 3D models” by Moscoso Thomp-

son et al. [105] proposes a benchmark for retrieving objects with a given painted colorimetric

pattern. For this benchmark, the dataset is synthetically generated using binary patterns. The

3D models can be fully covered by a single pattern, have a faded double pattern, or be partially

covered with the pattern. The organizers de�ne two different datasets: a Single Pattern (200

models) and a Complete Dataset (100 additional models with double textures). The goal of the

task is to group the objects according to their colorimetric pattern while disregarding the objects'

geometry. From six registered groups, only three submitted results for the track, revealing the

high complexity of the posed challenge. All submitted results used some kind of FVs. Even though

some of the methods achieved good effectiveness scores, the task proved to be challenging.

Two years later, the SHREC 2020 track “Retrieval of digital surfaces with similar geometric

reliefs” by Moscoso Thompson et al. [106], proposes a benchmark for retrieving surface patches

with similar geometric relief. The global geometry of the 3D models is not relevant to this task.

The organizers of this SHREC track synthetically generated a dataset with 11 different geometric

reliefs, introduced to 20 base 3D models. The patterns are purely geometric and are applied to

the whole surface of the 3D model. The task is to detect groups of objects that have the same

geometric relief, regardless of the shapes of the objects. To ascertain this premise, the global

shape of the 3D models is not relevant for comparing the objects, but the geometric relief was

the only discriminating feature. Several groups participated in this task, using a wide variety

of retrieval techniques, including classic FVs and deep learning techniques. Overall, methods

based on deep learning techniques obtained the best results on this track, although some of the

methods based on FVs also achieved high effectiveness scores. This topic is related to the problem

of �nding geometric patterns in surfaces [ 242], which has already been studied in the context of

CH [ 219]. More speci�c approaches take advantage of the symmetric structure of regular patterns

in geometric surfaces to detect self-similarities [ 243–246].

Interactive Machine Learning and Labeling. Involving the `human in the loop' of the ML

process is a valuable goal for many reasons, e.g., for the understanding of data and learning rules

from human decision makers, providing training data, or interactively adjusting the parameters

of the ML models. Also, explainability and trust in ML methods become increasingly important

as more and more decisions are automatized nowadays [ 247]. To date, many approaches to

integrate ML and interactive interfaces have been proposed. Visual analytics approaches rely on

visualization to show data, models, and parameters and allow for interaction [ 248]. Relevant to

our work are previous approaches in interactive labeling [ 249, 250], which aim to provide a small

number of training data items that improve the ML models, i.e., classi�cation tasks in these
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works. Typically, a number of views allow the user to inspect data features and classi�cation

boundaries of the trained methods. Users can explore that data, change or add labels, and

compare the effects of their labeling on the underlying models.

Positioning of our work. The topic of benchmark datasets appears to be reasonably well

covered by the works of the group around Moscoso Thompson [ 103–106], who presented several

SHREC tracks regarding this topic in the last few years. However, substantial differences w.r.t.

our proposed benchmark can be observed. I.e., the presented datasets are either focused on

geometric patterns [ 103, 104, 106] and/or generated synthetically [ 103, 106]. In “Retrieval of

gray patterns depicted on 3D models” [ 105], the only benchmark featuring colorimetric patterns,

the objects exhibit exclusively binary patterns. Hence, we believe that our proposed benchmark,

which features polychromatic patterns in a repetitive fashion on real-world artifacts , �lls an

important research gap.

The online learning approach which we employ for the interactive annotation and clas-

si�cation is not particularly novel as the applicability of such techniques has already been

demonstrated within other applications [ 249, 250]. It has, however, to our knowledge, not yet

been employed and evaluated for CH applications. Moreover, while the considered data can

be abstract and high-dimensional if suitable visualization techniques are used [ 249, 250], the

elements to be labeled in our application are image-based, i.e., patterns on 3D objects.

The last contribution pertaining to the creation of archaeological drawings relies on estab-

lished computer vision techniques for self-similarity detection but presents a novel application in

the form of interactive drawing.

6.3 Repetitive Pattern Recognition Benchmark

The decorative ornaments on ancient Peruvian pottery exhibit distinctive geometric shapes of

varying styles, sizes, and patterns of reoccurrence (F IG . 6.1). The automatic identi�cation of

similar texture patterns on vessel surfaces can serve different important domain applications.

However, state-of-the-art methods are nowhere near achieving this objective with the necessary

accuracy. The development of techniques tackling this particular problem would be supported or

even catalyzed by the availability of an expressive reference dataset as well as an established

evaluation method for comparing approaches.

We present an expert-annotated benchmark dataset for repetitive pattern detection algo-

rithms to address these needs. We provide an annotated dataset of different 3D models of ancient

painted Peruvian vessels exhibiting varying levels of repetitiveness in their patterns. The dataset

is complemented by manual expert annotations de�ning a reference set for pattern classes and

their similarity instances on the vessel surfaces. Furthermore, we introduce an evaluation metric

that can rank different recognition techniques. With this dataset and its accompanying evalu-

ation benchmark, we hope to induce and inspire the development of novel approaches for the
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F IGURE 6.1. A selection of exhibits from our benchmark dataset. The annotated classes of surface patterns
(squares) exhibit different shapes and styles, while their individual entities (colored polygons) show vastly
different levels of repetitiveness and order.

detection of similar surface patterns, not only in the classic pattern recognition community but

also within the �eld of geometry processing and shape analysis, which we believe can both provide

signi�cant contributions to this research problem in the future. Our benchmark can be utilized

for the evaluation of retrieval algorithms but might also be used to test novel analysis and visual

exploration techniques for surface patterns w.r.t. their variety, variability, and similarities across

different objects. Moreover, we envision novel multi-modal shape and texture reconstruction

approaches for the digital restoration of CH artifacts based on pattern similarities. In summary,

the contributions of this work are:

1. A dataset of 82 textured meshes with repetitive surface patterns, annotated by a total of

2,529 reference pattern occurrences, de�ning 102 distinct similarity classes;

2. An annotation toolset for de�ning such similar pattern classes for textured 3D meshes;

3. Two orthogonal benchmark evaluation methods for ranking different recognition techniques

based on a suitable precision measure; and

4. An evaluation of an incremental set of naïve sampling-based pattern detection techniques

as well as a domain-related detection technique tailored to repetitive ornaments.

The annotated dataset is publicly available 1 under the Creative Commons Attribution-NonCommercial-

ShareAlike 4.0 International license. The site also provides the source code of the tools used for

obtaining the annotations and scripts for conducting the evaluation.

The remainder of the section outlines the objects we selected for annotation (S EC. 6.3.1)

before the annotation concept (S EC. 6.3.2) and used tools (SEC. 6.3.3) are presented in detail.

Based on a collection of increasingly complex recognition approaches (S EC. 6.3.5), we demonstrate

the meaningfulness of our proposed evaluation metrics (S EC. 6.3.4). Finally, we state possible

extensions and a future outlook (S EC. 6.3.6).

1https://datasets.cgv.tugraz.at/pattern-benchmark/
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6.3.1 Object Selection

The dataset is comprised of 82 hand-selected models of the much larger Peruvian dataset

(SEC. 2.2.5) from the MAJRC with 963 objects. This subset is obtained by �ltering out all vases

featuring none or very limited surface decorations. Yet, it still contains several of the different

vessel shape classes (jar, pitcher, bowl, �gurine, basin, pot, plate, vase) originating from different

pre-Columbian cultures. The whole selection is illustrated in F IG . 6.2. Additionally to the already

given normalization 2, we rescale their bounding box to a unit cube.

F IGURE 6.2. A subset of pottery models from the MAJRCis selected for pattern annotation. All 82 models
exhibit diverse surface decoration and different vessel shapes, such as jar, pitcher, bowl, �gurine, basin,
pot, plate or vase.

Note that the original physical vessels exhibit different impairments visible in the captured

3D models, such as cracks and holes in the material (F IG . 6.3(a)), but also chipped-off and

worn-off surface areas (F IG . 6.3(c) and F IG . 6.3(d) respectively) that deteriorate the �nal texture.

Additionally, some objects exhibit missing surface parts due to occlusions and other errors in

the scanning process (F IG . 6.3(b)). These imperfections are characteristic of captured real-world

models and add another quality level to this dataset, as it poses an additional challenge to

algorithms operating on them.

6.3.2 Annotation Concept

All of the selected objects feature between one and three distinguishable similarity classes of

surface patterns (henceforth referred to as pattern archetype ), each of which has between 2 and

134 (mean ¹ ent. Æ24.8) separable occurrences (henceforth referred to as pattern entity ). The

2http://www.ivan-sipiran.com/shrec2021.html

106



6.3. REPETITIVE PATTERN RECOGNITION BENCHMARK

(a) Missing Parts (b) Scanning Errors (c) Chippings (d) Wear

F IGURE 6.3. Impairments of the data incorporate both, geometric de�ciencies like missing parts due to (a)
decay and (b) scanning errors, as well as textual de�ciencies due to (c) chipped-off or (d) worn-off parts.

pattern entities of a pattern archetype exhibit a similar color scheme and overall shape but differ

in scale, orientation, re�ection, and even non-af�ne transformations. We require a pattern to

(i) have a �nite extent on an object's surface, excluding continuous friezes reaching around the

whole solid of revolution; (ii) have at least two entities; and (iii) display some degree of `artistic

richness', omitting very simplistic paintings like delimiters or single-stroke patterns; in order

to classify as a pattern archetype. In terms of archiving, we save the information regarding the

location and extent of a pattern entity as a set of face IDs of the triangle mesh the entity appears

on. Hence, for pattern entities we de�ne the data structure

Pattern_Entity: {

"face_ids": [uint32],

"orientation": float32,

"scale": float32,

"reflection": bool

},

which additionally stores the attributes orientation o 2 [0,2¼), scale s 2 (0,1 ), and reflection

r 2 [0,1] w.r.t. to one selected sample entity. Similarly, the data structure for the pattern archetype

Pattern_Archetype: {

"object_id": uint32,

"fold_symmetry": int32,

"sample_entity": Image,

"entities": [Pattern_Entity]

}

includes the information to which object the annotation belongs to ( object_id ), as well as an image

of one representative entity ( sample_entity ) and a list of associated pattern entities ( entities ).

The integer-valued property fold_symmetry stores the archetype's rotational symmetry order n,

since the shapes of many archetypes have one or more symmetry axes ( e.g., the sun wheel in

F IG . 6.1 left). For those which do not exhibit any symmetry characteristics, this property is set to

0. Annotations are stored on the �le system using the JSON format, which has two signi�cant

advantages. First, the devised data structure can be readily adjusted and extended to incorporate

additional annotation properties. Second, the JSON format is well supported with parsers for all

established programming languages, allowing fellow researchers to process the annotations with
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their own tools if they prefer to do so.

Our �rst experiments unveiled that the mesh resolution of the original models, captured with

a structured-light scanner, is not high enough to support precise per-face surface labeling. Hence,

the raw meshes have been subjected to one re�nement step of Loop's [ 251] subdivision, resulting

in about 130,000 faces per 3D model. Other data cleaning steps include the removal of inner

surface areas (if present), the removal of non-manifold edges together with their faces, and the

removal of unreferenced vertices.

6.3.3 Annotation Tools

The process of generating annotations for 3D models is a primarily manual task requiring expert

knowledge, which we support with custom-made tools (F IG . 6.4). The only required input is

the textured 3D mesh for which the annotation is created, and the resulting output is a JSON

�le containing the annotations in the aforementioned data structure. We decide to divide the

annotation process over two inter-operating tools, which has the advantage that the annotation

effort can be easily split up between different groups of people. The �rst tool ( Sample Pattern

Selection) is responsible for determining all pattern archetypes present on the input object and

outputs a set of images, each displaying one characteristic entity. The second tool ( Pattern Entity

Selection) takes these images and the 3D mesh as input and yields the annotation �le.

Sample Pattern
Selection

Pattern Entity Selection

Surface
Unwrapping

SEC. 3.1
Pattern Samples

Input: 3D Mesh Output: Annotation

F IGURE 6.4. The annotation pipeline takes solely a textured 3D model as input from which the different
pattern archetypes are identi�ed in the Sample Pattern Selection step. The outcome of this step is a set of
characteristic images (one per pattern archetype). This intermediate result as well as the 3D model are
required for the Pattern Entity Selection , where individual pattern entities are identi�ed and marked on
the �attened 3D surface. Finally, the output is exported in JSON format.

Sample Pattern Selection. Let S be a 3D object's surface. To specify a pattern archetype, we

ask the user to select a set of surface points P 2 S around one of its entities. The �rst step is

�tting a plane T Æn ¢x Å d to P and determining its outward-pointing normal n (F IG . 6.5, left).
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We then project the centroid P̂ of P onto S along the normal direction n to obtain the central

selection point Ŝ on the surface. To this end, the ray P̂ Å n t is intersected with S. The largest

intersection parameter tmax then de�nes the surface point Ŝ ÆP̂ Å n tmax .

In the second step, we set up the camera to obtain an encompassing image of the selected

pattern entity that is centralized in Ŝ (F IG . 6.5, right). To this end, we create a perspective

camera with 90 ± vertical �eld of view and 256 £ 256 pixels resolution. To obtain a suitable view

transformation, we �rst translate the shape to place Ŝ in the 3D origin and rotate it such that the

normal vector n aligns with the Z+ axis. The camera origin is then offset along n by a distance

c¢m, where m ÆmaxP2P kPxy ¡ P̂xyk denotes the maximum distance of points from the view axis

and c Æ1.2 considers some padding around the pattern in the image.

F IGURE 6.5. Left: A point Ŝ on the surface S is computed as the central surface point of the selection.
Right: The camera setup for capturing the corresponding pattern selection image.

Pattern Entity Selection. For the selection of all entities of a given pattern archetype, we

decided to circumnavigate the complex task of surface annotation in 3D by projecting the curved

object surface to a planar proxy with our variation of the cylindrical unwrapping by Karras et

al. [76] (SEC. 3.1). As the model's surface needs to be `cut open' at one point along the angular

direction, pattern entities in the vicinity of this cut might be severed. Hence, we add additional

padding to both ends of the planar surface by copying the surface, allowing for uninterrupted

annotation of all pattern entities. Due to the jagged appearance of most patterns, a polygon lasso

tool proved to be the most convenient tool for selecting a set of faces. All faces with at least one

vertex inside the polygon are determined ef�ciently using a simple �ood-�ll algorithm.
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The GUI we devise for the pattern entity selection is tripartite and includes (i) a color-

coded selection list of the loaded pattern archetypes with thumbnails showing the sample images

(F IG . 6.6 1 ); (ii) a navigable graphics widget displaying the unwrapped object surface (F IG . 6.6 2 );

and (iii) a 3D viewer, previewing the current annotation on the 3D model (F IG . 6.6 3 ). When

hovering over the unwrapped surface, the 3D model aligns such that the hovered-over position is

facing the camera.

The annotation process is initiated by loading a 3D mesh, which is subsequently unwrapped,

as well as a set of pattern archetypes belonging to this object, given by the sample images

obtained from the Sample Pattern Selection . The following steps are conducted iteratively by the

user until all pattern entities of all pattern archetypes are annotated:

1. (Optional) Select a pattern archetype from the selection list (F IG . 6.6 1 ) if the next target

entity does not belong to the currently selected pattern archetype.

2. Select a pattern entity on the �at proxy surface with the polygonal lasso tool (F IG . 6.6 2 ).

3. The Pattern Entity Selection switches into entity edit mode, which allows specifying the

orientation and scale w.r.t. the archetype's sample image by aligning the overlayed image

with the current selection (F IG . 6.6 4 ). At this point, it can also be declared whether or not

the current entity is a re�ection with respect to the archetype sample.

At the end of the annotation process, the result can be exported as a JSON �le. The tool also

allows to load and edit existing annotations. The appropriate selection of sample patterns is

oftentimes debatable ( e.g., larger patterns could be split into composing parts or two types of

similar pattern archetypes could be merged into a single one) and requires domain knowledge.

The selection of the individual entities, on the other hand, is usually straightforward and can be

conducted by laymen.

6.3.4 Evaluation Metrics

We evaluate the benchmark on a per-pattern archetype level. To this end, we assume a query,

constituting either the archetype's sample image or one of its pattern entities, as input for a

retrieval algorithm. Given this input, the retrieval is required to return a set of coherent surface

areas R Æ{R j }, j 2 J (detections), each of which is given by a set of face IDs R j and referring to

a detected pattern entity. J denotes the index set of retrieval results. Alongside the detections,

some retrieval algorithms also yield associated con�dence values. The �rst evaluation metric we

propose (Mean Average Precision) follows the method presented in the PASCAL Visual Object

Classes Challenge [ 252] for object detection tasks. For techniques that approach the retrieval

problem in 2D space after a surface parametrization ( c.f. Pattern Entity Selection ), we provide an

alternative evaluation metric (Average Nearest-Neighbor Distance) that allows evaluating the
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F IGURE 6.6. The Sample Pattern Selection with a 1 colored selection list, an 2 occurrence selection on
the �attened surface, and a 3 3D viewer with the annotated model. Upon �nishing the polygon selection,
the scale and orientation can be speci�ed by aligning the overlayed sample pattern 4 .

effectiveness of a retrieval method in image space. To this end, we assume that such a retrieval

algorithm yields 2D point locations and (optionally) also af�ne transformations w.r.t. the query.

For both metrics, implementations are provided on the associated website, which can be

readily employed to evaluate the performance of different retrieval algorithms. Note that the

presented metrics are mere suggestions and that researchers are invited to develop their own

metrics to evaluate other traits of retrieval methods and the dataset.

Mean Average Precision. Let G Æ{Gi }i 2 I , with index set I , denote the set of surface areas

corresponding to the pattern entities of the given archetype (ground truth). We determine a

correspondence between the elements of R and G and compute the Intersection over Union (IoU)

rate for every possible unordered pair combination hR j ,Gi i . Since there could be detections that

have a considerable overlap with more than one ground truth annotation, we need to assign the

detections to avoid multiple correspondences. We proceed greedily by �rst sorting the potential

pairings according to their decreasing IoU rates. Thus, our method iterates over the assigned

pairs while selecting one pair at a time, and the detections and patterns involved in the selection

cannot be chosen again in a subsequent pair. This procedure yields a correspondence set between

detections and pattern occurrences.

Next, our method sorts the correspondence set by the con�dence of the detections. We also

mark the pairs with IoU above a threshold tmAP as true positives and detections with IoU

below tmAP as false positives ( tmAP Æ0.5 is a good choice for practical applications and is used
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throughout our experiments). The ground truths without a match in the detections become false

negatives. We use the ranked list of correspondences to compute recall and precision values

and subsequently calculate the 11-point interpolated precision values for the archetype pattern.

Finally, the average precision for an archetype is the average of the eleven interpolated precision

values. The �nal evaluation measure – the Mean Average Precision (mAP) – is the mean value

over the average precisions of patterns in the complete collection.

Average Nearest-Neighbor Distance. The Average Nearest-Neighbor Distance (ANND)

operates on the �attened object surface and returns a normalized average distance. The method

can be applied for methods that return the center point locations of detections C Æ{C j } j2J ½R2

and optionally also the af�ne transformations scale S Æ{s j } ½RÅ , orientation O Æ{o j } ½RÅ , and

re�ection R Æ{r j } ½B, w.r.t. a given query. Hence, {C i }i 2 I , {si }, {oi }, and {r i } describe the location,

scale, orientation, and re�ection of the ground truths, respectively. The ANND for a retrieval

result is de�ned as

(6.1) dANND Æ

8
<

:

1
jJ j

P j I j¡ 1
i Æ0 d̃ (i , Á̂(i ))Å (jJ j ¡ j I j), if j I j · j J j

1
j I j

P jJ j¡ 1
jÆ0 d̃ (Á̂¡ 1( j ), j )Å (j I j ¡ j J j), otherwise

with d̃(i , j ) as the normalized distance between the ground truth i and the detection j , which

equals d̃G , for retrieval algorithms yielding solely point locations C. For algorithms which

also provide orientation, scale, and re�ection information, d̃ Æ
¡
d̃G Å ¢̃ S Å ¢̃ O Å ¢̃ R

¢
/4 may be

used. Note that the accumulated distances of the optimal assignment Á̂ Æargmin Á
P j I j¡ 1

i Æ0 d i Á(i )

of detections to ground truths is used, to prevent that multiple detections are mapped to one

and the same ground truth. While d̃ 2 [0,1] yields the normalized distance between matched

detections and ground truths, the second term jJ j ¡ j I j or j I j ¡ j J j in E Q. (6.1) serves as a penalty

if either too many or not suf�cient detections are returned.

The geometric distance d̃G(i , j ) Æ1 ¡ µ(kC i ¡ C j k, h i ) with the fast decaying smooth function

µ(r , h) Æe¡ r 2/(h/2)2
ascertains that the distance descends towards zero for a good detection and is

close to one otherwise. The respective support radii {h i }i 2 I ½RÅ are given by the circumradii of the

corresponding annotation polygons. ¢̃ S(i , j ) Æmax
©
jsi ¡ s j j,¢ Smax

ª
/¢ Smax describes the similarity

of scales which is capped by ¢ Smax Æ2. The similarity of orientations is given by

(6.2) ¢̃ O(i , j ) Æ

8
<

:

min Ã2ª
©
d ] (oi Å Ã , o j )

ª
/¼, if n È 0

0, otherwise

with n as the n-fold rotational symmetry of the pattern archetype, d ] as the absolute difference

between two angles and ª Æ{2¼k/n j k 2 [0 . . n)} as the orientations of the archetype's n symmetry

axes. The similarity of re�ection states is de�ned as

(6.3) ¢̃ R (i , j ) Æ

8
<

:

0, if r i Ær j

1, otherwise.
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6.3.5 Experimental Evaluation

Even though there are no retrieval algorithms tailored to this speci�c problem yet, we evaluate

the dataset with (i) a Random Selection (RND) to determine a lower baseline; (ii) Randomized

Local XOR (RLXOR), a very naïve approach leveraging bitwise surface comparison at randomized

locations; and (iii) Repetitive Ornament Detection (ROD), our approach for repetitive ornament

detection (presented for the creation of archaeological drawings in S EC. 6.5). Although these

approaches operate on the �at surface image, we also remap the predicted surface areas back

onto the 3D mesh in order to evaluate the mAP. For each pattern archetype, one retrieval, based

on a randomly selected entity q 2 I as the query, is conducted.

Random Selection. With this approach, we generate pattern detections with individual lo-

cations, as well as orientations, scales, and �ip-states, purely at random. Per retrieval, N p »

Poisson(¹ ent.) detections are generated. The detections' locations C » U((0,0)T , (w,h)T ) (with w

as the �at surface width and h as the �at surface height), orientations O » U(0,2¼), and �ip-

states R » U{0,1} follow uniform distributions, while their scales S » N (1,¾scale) follow a normal

distribution with ¾scale Æ0.08 empirically determined from the dataset.

Randomized Local XOR. RLXOR is a slightly improved version of RND. For the given

query, N0 Æ4,000 initial detections are generated with the same distributions as for RND.

For each detection j , a con�dence value · j Æ jSqj¡ 1 P
k2[0..jSq j) Sq[k] ©Sj [k] is computed with Sq

as the set of ordered colored surface pixels which are within a radius of r Æs j ¢r q from the

location of the query Cq. Sj is the equal-sized set of surface pixels around the location of the

detection C j . The detections are sorted descendingly by their con�dence values {· j } before the

top-N p » Poisson(¹ ent.) entries are returned.

F IGURE 6.7. The comparison of retrieval results for the different query patterns given in T AB . 6.1, based
on RND, RLXOR, and ROD. The colorized circles mark the location and extent of a predicted pattern.
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Application on the dataset. We conducted a qualitative evaluation of our metrics with three

different objects from our dataset, exhibiting different quantities of patterns and different degrees

of complexity. The �rst object displays six entities of a star-shaped pattern (F IG . 6.7, 1st column),

with slightly varying numbers of jags and overall shape. While the different rows in F IG . 6.7

visualize the locations and extents of predicted pattern entities, T AB . 6.1 outlines the algorithms'

quantitative performance according to the mAP and the ANND. As expected, the retrieval with

RND performs very poorly according to both metrics. The RLXOR performs equally poorly, at

least according to the ANND, which we attribute to the too-large number of detections. With

ROD an almost perfect score was achieved with both metrics due to the relative simplicity of the

vase painting and the almost bichromatic colorization.

The second object (FIG . 6.7, 2nd column) exhibits 65 very similar `N'-shaped patterns arranged

in a grid structure. As with the previous example, RND and RLXOR perform rather poorly as

the number of detections differs signi�cantly from the number of entities in the ground truth.

The results obtained with ROD are approximately at the center of the scores of both metrics

([1,0] for ANND and inversely [0,1] for mAP), which meets our expectations since a third of the

object's patterns (middle row) feature a rather dark hue (similar to the vessel background) and

are completely lost during the necessary binarization step.

The third object (F IG . 6.7, 3rd column) poses the most challenging example, which exhibits

two distinct pattern archetypes: a rather large face shape with only �ve entities and a smaller

triangle shape with 113 entities. With this example, a slight improvement of the RLXOR over the

RND is observable. With the ROD half of the entities of the �rst pattern are correctly detected

and about a third of the second, which is clearly re�ected in the evaluation scores.

Additionally to this example use cases, we perform a quantitative equation on the whole

dataset. F IG . 6.8(a) shows the precision-recall curves for the implemented pattern detection

algorithms. Generally, these results indicate that there is ample room for improvement. As

expected, the trivial approach (RND) yields a very low precision for all recall levels. The second

approach (RLXOR) proves to be more effective than RND, but is still far from optimal. I.e., even

for a recall of 0, the obtained precision is lower than 0 .5 with this method, which is quite low for

practical applications. The third approach (ROD) is not featured in the plot, as it was not able to

yield results for many of the objects due to an improper binarization of the mostly polychromatic

inputs.

6.3.6 Possible Extensions and Outlook

The current dataset comprises solely ancient Peruvian pottery. However, the annotation tools pro-

vided along with the dataset (S EC. 6.3.3) can be easily used to extend the collection with artifacts

from other cultures or, ultimately, any kind of textured 3D meshes exhibiting repetitive surface

patterns. The �exibility of our data structure and the JSON �le format used for storing allow

us to add additional properties relevant to other use cases. Even though patterns on Peruvian
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TABLE 6.1. The quantitative performances achieved by different approaches (RND, RLXOR, and ROD)
according to mAP and ANND.

mAP ANND mAP ANND mAP ANND mAP ANND
RND 0.02 0.71 0.05 0.86 0.23 0.75 0.01 0.92
RLXOR 0.32 0.73 0.12 0.86 0.66 0.74 0.18 0.92
ROD 1.00 0.09 0.45 0.56 0.54 0.56 0.22 0.75

pottery generally do not exhibit any identi�able hierarchical or symmetry-based relations, those

could be added on top of our low-level annotation by introducing pair-wise relations between

pattern entities or archetypes, such as `is twin of ', `has', or `belongs to'. An example of a hierarchy

is given by the three-pronged cactus shape in F IG . 6.8(b), which appears several times with three

blossom shapes.

Extensions are not limited to extensions of the dataset and annotations. Note that the

evaluation metrics we propose are just a starting point. For instance, they do not capture

any ef�ciency properties of a method. Hence, arbitrary additional metrics tailored to speci�c

requirements of a retrieval system can be de�ned.

(a) Precision-Recall Curve (b) Hierarchic Compositions

F IGURE 6.8. (a): The precision-recall curves for RND and RLXOR. (b): In a few cases our assumption that
pattern archetypes appear completely independent from each other ( e.g., no hierarchies) does not hold, as
the cactus shape, e.g., always appears together with three blossoms.

The results above show that �nding repetitive patterns on vase paintings is non-trivial and

requires the development of novel and robust solutions, leveraging textual as well geometric

properties of the objects, for achieving high effectiveness on this task. To this end, both the dataset

as well as the tools for the annotation and evaluation are publicly available. We hope that fellow

researchers will come forward with innovative ideas to tackle this pattern detection problem. To

date, the benchmark dataset has already found the �rst application within the Master's thesis by

Magdalena Mayerhofer. In the thesis titled Visual Exploration of Repetitive Patterns in Cultural
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Heritage Objects [230], she looked into ways to visualize the multidimensional dataset enriched

with well-de�ned intrinsic and extrinsic pattern properties. The resulting design concept is based

on the clustering along two user-selected object traits. Visual links between the clusterings

suggest the presence of correlations (F IG . 6.9). The prototype also supports different levels

of visual granularity since a user can explore individual clusters by clicking on them or even

navigate down to Single Object Preview.

F IGURE 6.9. A collection is explored along two selected properties, which are clustered individually
(top/bottom row). Visual links in-between reveal inter-cluster correlations ( Image source: [230].)

6.4 Interactive Annotation and Classi�cation of Geometric

Ornaments

One speci�c group of Greek pottery is referred to as Geometric due to their characteristic vase

paintings (S EC. 1.1). Most of the Geometric pottery is densely covered by linear ornament

patterns. A categorization of these patterns helps to discover similarities and relations between

objects from different sites or collections and to reveal, for example, sets of objects originating

from the same region, workshop, or painter. The identi�cation of such object relations allows

domain experts to gain new insights, e.g., concerning the distribution or workshop identi�cations.

However, to determine when and where a vase was painted, archaeologists have to resort

to numerous pairwise comparisons between an object in question and plausible candidates,

optimally from dated �nd contexts like graves or closed deposits. To qualify patterns as similar,

domain experts take not only the pattern's overall appearance into account but countless other

minuscule details, e.g., alternating stroke directions in the hatching of a meander. When analyzing
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F IGURE 6.10. Left: The painted object surface after unwrapping the scanned 3D model (top) and the
in-place graphical annotation of the �at surface by the archaeologist (bottom). Right: the patterns are
grouped by common pattern class and classi�ed using the Kunisch [ 17] taxonomy, to which the class labels
refer.

a vase painting, experts typically determine (i) which distinguishable pattern classes are present;

(ii) which given patterns are similar to those described by Kunisch [ 17] (the standard taxonomy

for Geometric-era pottery, S EC. 2.1.2); (iii) which pattern classes appear together on the surface;

and (iv) on which part of the vessel the patterns are located, e.g., neck, body, handle, etc. F IG . 6.10

shows a thorough analysis of the �attened surface of the Attic Geometric pitcher KHM IV 1 .

An apparent disadvantage of this purely manual work�ow is the entailing time investment,

resulting in many objects ending up without proper surface documentation, leading to possibly

countless undetected object relations. Moreover, in the absence of structured annotation and

labeling, searching for combinations of patterns on surfaces is very complicated or altogether

impossible.

We propose a structured, computer-aided annotation pipeline that requires minimal effort

from the user and ensures quantitative reproducibility of annotations through well-designed
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similarity metrics. To this end, a form of automatic detection is required. With established

engineered features, it is often hard to formulate – and anticipate – the minuscule details required

for reasonably accurate detection and classi�cation. And often they suffer from robustness issues

in the face of eroded and incomplete patterns. Conversely, ML-based techniques, CNNs in

particular, have received ever-increasing attention in recent years and constitute the state-of-

the-art for image detection and classi�cation tasks [ 253]. Yet, same as with all other retrieval

scenarios, their application is limited by the availability of appropriate training data, which

currently does not exist in suf�cient quantity for the domain problem relating to Greek Geometric

pottery.

Hence, our idea is that: (1) an annotation pipeline in its initial state resembles the current

manual analysis process; but (2) a CNN in the background learns from every action the user

performs, gradually improving; and (3) eventually converging towards an expert system which

can recognize pattern elements with high accuracy.

The remainder of the section is structured as follows: S EC. 6.4.1 discusses our proposed anno-

tation pipeline in depth; S EC. 6.4.2 shows some �rst results, which are discussed in S EC. 6.4.3;

and �nally, S EC. 6.4.4 outlines further potential applications of an annotated dataset.

6.4.1 Interactive Annotation

The design of our proposed pipeline assumes that users upload a digitized version of the object

they want to annotate via a custom-made annotation UI (S EC. 6.4.1.2). Our annotation system

expects an image as input. Nonetheless, 3D models can also be used if they are mapped to image

space (SEC. 3.1). The annotation is conducted by the alternating selection of a surface pattern and

the assignment of the corresponding pattern class from a list. Upon selecting the surface area, the

continuously growing database of pattern classes and annotations (S EC. 6.4.1.1) is scanned in the

background, yielding a list of the most likely pattern classes based on a similarity computation

(SEC. 6.4.1.4) of features obtained from a CNN (S EC. 6.4.1.3). To support interoperability and easy

collaboration among experts, we decide on a web-based application that connects to a common

database. For the straightforward integration of the annotations in other applications, we support

the standardized export of the database.

6.4.1.1 Initial Dataset

The system supports two distinct surface annotation tasks to support the traditional manual

annotation work�ow, allowing us to associate surface areas with vessel parts and pattern class.

To this end, the system comprises two different taxonomies for the respective annotation tasks:

Vessel Parts. Our system offers a set of vessel part labels for referring to the different morpho-

logical parts of a pottery object. The taxonomy of these parts, following the human body

structure (foot, belly, neck), is widely used in pottery studies [ 254]. We compose an initial
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label set V, containing the most commonly used labels, beginning bottom-up: foot, lower

part , belly , shoulder , neck, rim , and handle . However, this set is not encompassing. Hence,

we allow the user to dynamically add additional labels on demand.

Geometric Patterns. Our initial set of pattern classes is based on the taxonomy by Kunisch,

presented in Ornaments of Geometric Vessels (in German) [ 17]. The 776 classes, grouped

into 6 major and 20 minor groups, are extracted as outlined in S EC. 2.3.1.2. Each record

in this set includes (i) a representative drawing of the pattern; (ii) a textual description

comprising different labels such as `hatched' or `vertical'; and (iii) (optionally) a reference to

occurrences of the pattern in literature.

6.4.1.2 Annotation Interface

For the annotation, we design a web interface where the uploaded image is displayed in the left

half of the screen (F IG . 6.11 1 ), while the right half of the screen shows a ranked list of the

best matching pattern classes for the currently annotated area. Area selection is accomplished

using a lasso drawing tool, allowing the selection of arbitrarily shaped areas of the object surface.

The same lasso tool is also used for marking vessel parts. Switching between both modes is

accomplished by clicking a tab right above the photo display area. The pattern classes are

organized into their minor groups , and the best-matching pattern groups are listed from top to

bottom (F IG . 6.11 2 ). The assignment of a pattern class to the current selection is enabled by

the respective blue checkmark buttons. If annotations for a speci�c pattern class have already

been obtained from other inputs, those annotations are listed next to their sample pattern and

sorted (from left to right) according to their similarity to the current selection (F IG . 6.11 3 ). Only

the best-matching candidate per group is shown by default, but the other patterns of the group

can be displayed on demand (F IG . 6.11 4 ), similar to the nested folder structure shown in �le

browsers.

6.4.1.3 Extraction of Image Features

For the similarity computation between a selection and the patterns in our database, we need

to extract descriptive image features with our CNN. Pottery surface depictions are usually

documented as color and grayscale photographs. Hence, we apply a grayscale conversion [ 102] to

the color photographs to bring the inputs into a common base representation. While this simple

preprocessing step suf�ces for the comparison among photographs, we also have to compare

photographs to the archetype drawings by Kunisch for pattern classes that do not have any

annotations yet. The direct feature extraction from those inputs of a different nature yields vastly

different FVs. Consequently, we insert an additional preprocessing step in such cases to bring the

query and reference into a common base representation (sketch representation).
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F IGURE 6.11. The web-based UI comprised of an annotation area 1 with an active selection and results
area (right), with the best matching pattern group 2 . The previously annotated inputs for a pattern
class are displayed next to the pattern 3 . Further pattern classes belonging to the same group (here
`rectangle') can be displayed on demand 4 . By clicking the respective blue checkmark, the user can assign
the matching pattern class for the current selection.

Sketch-like Input Abstraction. The process of transforming the archetype drawings into

realistic grayscale images is an ill-posed problem. Hence, we go the other direction and mimic

the artistic style used in the documented pattern taxonomy, done in a similar fashion by Lee

et al. [79]. First, we calculate the discrete Laplacian of the grayscale image. Second, Otsu's

method [ 167] is applied to the inverted Laplace-�ltered image, which yields a strictly binary

black-and-white image. Otsu's threshold is also applied to the Kunisch pattern images, which are

semantically already binary images but may still exhibit inadvertent intensity variations due to

the digitization process. F IG . 6.12 (from left to right) shows the inputs, intermediate processing

steps, and the �nal outputs calculated by our method for a Kunisch pattern (top) and a sample

annotation from a photograph (bottom).

Residual Neural Network. There are many options for selecting a CNN to extract features

from images. We opt for a well-established architecture that provides high effectiveness and can

be easily trained for custom purposes. The Residual Neural Network (ResNet) is an architecture

that combines convolutional layers and shortcut connections, making it possible to train very deep

models without compromising the convergence of the learning process due to vanishing gradients.

We train several networks (ResNet18, ResNet50, ResNet101, and ResNet152, where the number

at the end denotes the number of layers) and evaluate the best option for our needs. We use
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F IGURE 6.12. Kunisch pattern classes, as they are depicted in the taxonomy, are mapped from grayscale
(top left) to black and white (top right). Query selections from input photographs (bottom left) are �rst
converted to grayscale (bottom center) and �nally to black-and-white (bottom right).

the Pytorch 3 pre-trained networks to perform the �ne-tuning. The setup for all the networks is:

data augmentation (vertical and horizontal �ips), batch size of 32, and Adam optimizer with a

learning rate of 1e ¡ 4.

We take the Kunisch patterns as the input dataset. To make a fair comparison of our im-

plementations, we split the patterns into 70%/20%/10% for training, testing, and validation,

respectively. Since all the networks are pre-trained with ImageNet 4, our goal is to �ne-tune

them on the Kunisch patterns. ImageNet is a large-scale network trained on 1.2 million natural

images. The pre-training step aims at �nding the best latent representations for the images in

a classi�cation setup. Even when the network is pre-trained on this large-scale dataset, it is

expected that the network has learned to extract meaningful information from the images for

the downstream task. Transfer learning is a well-established methodology taking advantage of

a pre-trained network to create a specialized neural network for a small, related problem. In

our case, the network gains the specialization to represent the patterns via a �ne-tuning of the

pre-trained ResNet. Each network is trained (using the same random seed) with the training

dataset for classi�cation, while the validation set is used for �ne-tuning hyper-parameters. Once

the networks are trained, we drop the last classi�cation layer from the network and use the

output of the global pooling layer as FV. F IG . 6.13, left, shows the precision-recall plots for

the trained networks computed over the test set. From this �gure, we can conclude that 18

layers is the best option to learn from the patterns. It seems deeper networks, such as ResNet50,

ResNet101, or ResNet152, require much more data to converge and to generalize, while shallower

versions of ResNet would not be able to converge for learning a large-scale dataset and would

thus not be useful for transfer learning. After deciding on a certain depth (18 layers), a number

of runs of the same ResNet18 base network are conducted as the transfer learning uses several

random data augmentations. After trying different con�gurations, we perform a classi�cation

3https://pytorch.org/
4https://www.image-net.org/
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assessment over the validation set. F IG . 6.13 also shows the 11-point precision-recall curves for

other runs of ResNet18, labeled ResNet18_*, where the respective four-digit number refers to the

network's classi�cation accuracy on the validation set. It can be seen that certain con�gurations

entail a substantial increase in performance. It appears that ResNet18_8158 is clearly the best,

which is also con�rmed by established evaluation measures – Nearest Neighbor (NN), First-tier

(FT), Second-tier (ST), and Mean Average Precision (mAP), details on which are given in Sipi-

ran et al. [42] – shown in T AB . 6.2, where this network outperforms all others in every single

metric. F IG . 6.13 right shows the confusion matrices for ResNet18_8158, computed from the

nearest neighbor pattern in the retrieved list. A high NN measure ensures that the most similar

pattern is retrieved in the �rst position in a search. It can be seen that the network performs

(unsurprisingly) much better on certain pattern groups, such as rectangular or circular patterns,

than on the rather complex lozenge or pictogram shapes.

Additional annotations resulting from the user-driven documentation process can be leveraged

to further �ne-tune the network. Since re-training the network is resource expensive, the network

is re-trained only once a certain number of new samples are available. This phenomenon is known

as concept drift, and there are several ways to address it [ 255].

F IGURE 6.13. Left: The 11-point precision-recall curves for the major (left) and minor (right) pattern
groups for different levels of depth of ResNet (18/50/101/152) and different con�gurations. Right: The
respective confusion matrices for ResNet18_8158 and major/minor groups.

6.4.1.4 Similarity Computation

To propose accurate pattern class predictions for a surface region selected by the user, we leverage

visual similarities, as well as the position on the object surface. For the prior, we employ the 512-

dimensional image features {x} ½R512, obtained from the ResNet18_8158 network (S EC. 6.4.1.3),

which we extract for the current selection. To this end, we use the polygon bounding box of

the user's lasso selection to crop the annotation surface and mask all image parts outside the

selection polygon. The FV xq obtained from this query is compared to all the pattern class samples
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TABLE 6.2. Evaluation measures (NN, FT, ST and mAP) for all investigated ResNet architectures. The
respective highest values are in bold font.

Architecture NN FT ST mAP
ResNet18 0.6695 0.3139 0.2536 0.3332
ResNet18_6579 0.7500 0.4376 0.3289 0.4709
ResNet18_6842 0.8506 0.5471 0.3600 0.5971
ResNet18_7105 0.8218 0.6002 0.3784 0.6341
ResNet18_7368 0.8305 0.4838 0.3228 0.5228
ResNet18_7632 0.8822 0.5743 0.3714 0.6297
ResNet18_8158 0.9339 0.6828 0.4127 0.7438
ResNet18_8421 0.8822 0.4688 0.3202 0.5216
ResNet50 0.6753 0.2992 0.2476 0.3247
ResNet101 0.7299 0.3113 0.2556 0.3348
ResNet152 0.6954 0.3097 0.2558 0.3321

provided by Kunisch {x i }i 2 I , with I as the index set of pattern classes, as well as all previously

annotated patterns {x j } j2J i , with J i as the index set of annotations belonging to the pattern class

i . We differentiate between FVs obtained from the grayscale inputs ( xG) and FVs obtained from

the binarized (S EC. 6.4.1.3) inputs ( xB ).

We found that the similarity between a query q and a pattern class i is strongly correlated

with the similarity of the query to the class's existing annotations, while a weaker correlation

was observed between a query and the pattern class samples. We attribute this to the fact that

they are artistic representations of a pattern and, thus, different in nature. Hence, we decide to

apply a stronger weighting to the similarities of annotations if such are present. I.e., we de�ne

the similarity of query q to pattern class i as the inverse of the distance

(6.4) d(q, i ) Æ

8
<

:

P
k2[0..jX i j) X i [k]w(k)
P

k2[0..jX i j) w(k) if jJ i j È 0

µ(xB
q , xB

i ) otherwise,

with µ(x1, x2) Æ512¡ 1
2 kx1 ¡ x2k as the normalized Euclidean distance. We apply a weighting

to the distances in the sum in E Q. (6.4) relative to their appearance in the sorted sequence

X i Æsorted({µ(xG
q , xG

j )} j2J i ). The underlying idea is that the presence of a few very close matches

is more important than the overall mean similarity. To this end, we employ a (fast) decaying

weighting function w(k), which puts increased emphasis on the best matches. w(k) Æk ¡ 1 is used

in all subsequent experiments.

Often the placement of a pattern on the object's surface provides a vital cue of the similarity

computation. From the Kunisch taxonomy, we have no information regarding the positioning

of certain patterns. For the annotations, however, we have this information due to the surface

part annotation. Thus, for each annotation j , we can determine a placement histogram s j 2 RjVj ,

where the k-th bin s j [k] Æ jA j [ SV[k] j/jA j j, k 2 [0 . . jVj, re�ects the annotation's correlation with

the k-th surface part label. A j denotes the set of surface pixel of annotation j , and Sv the set
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of surface pixels of vessel part v 2 V. That is, the distance function µ can be reformulated to

µ(x1, x2) Æ®(1 ¡ BC(sq, s j ))Å (1 ¡ ®)512¡ 1
2 kx1 ¡ x2k for the comparison of annotations. BC refers

to the Bhattacharyya coef�cient [ 226], which we employ for the distance computation between

placement histograms, and the weighting factor ® 2 [0,1] governs the in�uence of the placement

on the similarity computation. The optimal value for ® could not be determined within the

scope of our experiments as it would require looking at a large number of annotations. First

experiments, however, indicate that the placement should play a less substantial role, i.e., ® Ç 0.5,

than the pattern similarity.

6.4.2 Results

For the �rst experimental evaluation of our annotation pipeline, we investigate four different

patterns of varying complexity that are found on the surface of the Attic Geometric pitcher

KHM IV 1 (F IG . 6.10). From the unassisted manual annotation effort, it is known which pattern

class from the Kunisch taxonomy they can be attributed to. For the �rst scenario, we try to

identify the correct pattern class based solely on the user selection of the respective surface area

and the extracted sample pattern.

The �rst pattern that we look at is a right-turning hatched meander in vertical panels

(according to Kunisch, no. 21i), which appears two times on the left and right side in the neck

zone of the pitcher (F IG . 6.14, left). In the obtained results, the group of meanders is ranked as

the closest match, while the exact class within the group is at the �fth position of the best-�tting

entries. Better yet, the second best entry is actually the same pattern type, except for the turning

direction (left instead of right, F IG . 6.14). The chessboard pattern in a horizontal panel (no. 13a)

on the lower neck area of the vessel belongs to the group of rectangular patterns, which is ranked

third out of all twenty groups by our retrieval system. Even though the correct pattern class

only appears towards the end of the third quarter of the respective group, there are already

several good matches among the �rst few classes (within the �rst quarter) in the group – c.f.

the chessboard pattern at the eighth place (F IG . 6.14). For the lozenge chain with dots within

and without in a horizontal panel (no. 38a) at the bottom of the neck zone, the group af�liation

was correctly calculated, and the speci�c lozenge chain at the sides appears already within the

�rst entries of the group. Matching the vertical tongues patterns with stacked M-chevrons and

cross-hatched lozenge chains, alternately decorating the belly zone of the vessel, is especially

challenging, as the provided taxonomy by Kunisch [ 17] has no entries that describe the displayed

patterns exactly (they show other �llings). According to the domain expert, the depicted patterns

correspond to no. 91a to 91g. Nonetheless, these closest equivalents (F IG . 6.10) are found within

the �rst quarter of all the group instances.

In the second scenario, we enriched our initial database with a few real-world artifacts from

external sources for several pattern classes. In order to associate the pattern-class depictions on

these external vessels, we load the respective vessel photographs into our system and annotate
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F IGURE 6.14. Surface annotation of KHM IV 1 for four of the object's patterns. The colored panels indicate
the group-wise (horizontal) and pattern-wise (vertical) ranking of the correct result according to our
automatic recognition. In a second step, the same recognition was tested with a few annotations from
other sources being present (red box on the right), yielding the rankings marked with a red border.

the surface areas that contain the pattern classes of interest. When we then select the same

meander pattern (no. 21i) as in the �rst scenario, the search result improves substantially. The

correct pattern class is now the top result, even after adding just a single annotation of the same

meander on a different vessel (F IG . 6.14, red frames). For the chessboard pattern (no. 13a), four

additional occurrences on vessels from different sources are annotated. Again, an improvement

is achieved since the correct group is now listed as the second instead of the third best match,

and furthermore, the associated pattern class is the best match within this group.

F IG . 6.15 illustrates the annotation process on another geometric pottery artifact, documented

by Kübler [ 256]. This belly-handled amphora Athens KER 2146 , decorated in three zones (belly,

shoulder and neck), exhibits six clearly distinguishable classes of surface patterns (attribution to

Kunisch's taxonomy done again by domain experts): (i) central on the belly a hatched meander

shape in a vertical panel (no. 21h); (ii) to the left stacked cross-hatched triangle in a vertical panel

(no. 47j); (iii) to the right antithetic chevrons with solid �lling in a vertical panel (no. 65f); (iv)

further outwards on this belly zone each one large concentric circle enclosing a reserved cross (no.

79d); and (v, vi) below these circles vertical chevrons in horizontal panels, one facing to the right

(no. 65d), the other to the left (no. 65e). The whole decorated zone on the belly is framed above and

below by ornament bands circumferential the whole vessel with the so-called dogtooth pattern, a

row of �lled triangles, in our case pointing upwards (no. 53b). Another clearly visible ornament

is depicted in the neck zone: a so-called battlement pattern, on this vessel with multiple lines

with dots in the open spaces (no. 19b). We annotate those patterns with our system without this

domain knowledge and any prior annotations from other sources. F IG . 6.15 shows the outcome of

these annotation efforts, where the colorized vertical panels to the left and right of the vessel

visualize the query results for the respective surface area marked with the corresponding color.

The colon-separated numbers at the top of each of the panels re�ect the ranking of the matching
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F IGURE 6.15. Surface annotation of Athens KER 2146 [256] with the column-separated number at the
top of the panels re�ecting the group-wise and pattern-wise rank of the correct pattern according to our
recognition.

search result for the pattern's group and the speci�c class within the group, respectively, and

the two red arrows signify the correct class for the pattern in question. The �rst four of the six

investigated patterns are predicted with high accuracy, as in these cases, the correct group is

identi�ed, and furthermore, the correct pattern within the group is part of the top results. The

�fth pattern – the vertical chevron facing to the left in a horizontal panel (no. 65e) – provides

acceptable results: while the correct group is predicted, the correct class within the group is

not among the top ten candidates. The sixth pattern – the upwards-pointed dogtooth ornament

(no. 53b) – is a challenging case, as our recognition system ranks the respective group of zigzag

patterns only in fourth place, and the correct pattern class within the group is ranked among the

classes with a low similarity measure.

6.4.3 Discussion, Limitations and Open Research Questions

From the scenarios described in S EC. 6.4.2, we can conclude that – even without any annotations

– the recognition works fairly well for the majority of cases. In some cases, e.g., for the dogtooth

ornament (no. 53b), the correct pattern was rated as being very dissimilar, even though the

preprocessed query and the reference pattern from Kunisch appear very much alike. The reason

why visually similar-looking inputs lead to vastly different feature vectors on some occasions

could not be established. Yet, it was found that adding annotations improved the performance

in general. This is in line with our expectations, as query and search space entities are of the

same modality in that case. At the same time, it was observed that a pattern with annotations
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is not automatically ranked higher than all classes without any annotations, proving that the

query preprocessing serves the intended purpose. Note, however, that the hand-drawn reference

patterns from Kunisch are only used to address the cold-start problem [ 257], a well-known issue

with content-based recommender systems. In the long run, we plan to replace them entirely with

annotated patterns taken directly from reference photographs. This way, we will have only a

single input modality throughout the entire system.

The comparison of the two types of inputs (�attened 3D model and photograph) used for the

�rst results shows no clear preference for either input type in terms of recognition performance.

However, for the practical application, the �attened surface has the advantage that it exhibits

less perspective distortion and that it represents the continuous object surface as a whole.

Although the annotation was quick and smooth for the shown results, a thorough evaluation

of the annotation ef�ciency with our system remains a future work item. I.e., we intend to assess

the usability of our system by conducting an encompassing user study with domain experts.

The second group of limitations is related to the algorithmic capabilities of our applied feature

extraction (S EC. 6.4.1.3). The employed CNN is an interim solution due to the small number

of available training data, and currently may not be most speci�c to our domain application.

The CNN is not used as a classi�er but rather only yields a latent vector for a provided input.

This is re�ected in a somewhat low robustness with some inputs since a slight change in

the input selection occasionally results in a vastly different ranking. Additionally, inputs of a

different nature (photograph and sketch) have to be compared initially, which is addressed by our

preprocessing (SEC. 6.4.1.3) but still poses a challenge for certain inputs. However, contrary to

the input-related limitations, these algorithmic limitations should be able to be overcome with

increasing annotations, which allows the training of a more specialized CNN or even a pattern

class classi�er.

Automatic Pre-Segmentation of Patterns. At the moment, we require the user to manually

encircle patterns to be queried. In the future, we would like to investigate user assistance in this

step by proposing a set of pattern candidates that are found in the input images automatically.

Even though the topic of image segmentation – the splitting of images into meaningful parts – has

been a heavily researched computer vision topic for decades, specialized segmentation tasks (like

in our case) still pose a signi�cant challenge. Conventional methods comprise approaches based on

thresholding, k-means clustering, and watershed algorithms [ 102], while modern concepts almost

exclusively rely on deep learning [ 258]. However, of-the-self methods are not able to segment the

vessel surfaces into their pattern atoms, and learning customized segmentation models requires a

large amount of training data. Hence, an automatic pre-segmentation of patterns can be feasible

once we have collected suf�cient data. Yet, even with this potential enhancement, we believe

that the user should always have the �nal choice, such that inadequate automatic segmentation

results can always be edited or discarded altogether.
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Pattern Recognition. The pattern recognition part of our pipeline faces two distinct groups

of limitations. First, limitations inherent to the input data. Those can be further split into

issues related to the artifacts themselves, which result from poor conservation and include

phenomenons like chipped or worn-off surface parts and missing parts in general, as well as

limitations resulting from the digital data representation. Latter depends on the form of the

input data and comprises various acquisition errors, e.g., occlusion, registration errors, etc., in

the case of 3D digitized objects, and all the challenges characteristic for photographs, resolution,

quality, perspective distortions, highlights, etc., in case of images. Second, another data-related

limitation speci�c to our application is that we initially do not have any locality information

(which is a vital clue to exclude certain search results) for the pattern classes, as this information

is not given in the Kunisch taxonomy.

Kunisch Taxonomy. Another group of limitations stems from basing our pattern classes on

the Kunisch taxonomy. This taxonomy was seemingly compiled with a manual annotation process

in mind. Hence, it lacks the logical, bottom-up hierarchy necessary for automatic classi�cation.

E.g., several pairs of pattern classes only differ in their orientation (vertical or horizontal) while

rotation-invariance is generally required. A more logical representation of this particular circum-

stance would be to have just one pattern class for such a pair and (optionally) the orientation as

an additional �ag of an annotation.

In conclusion, the Kunisch taxonomy is a very good starting point for our �rst prototype, as it

constitutes an encompassing structure of geometric patterns with many examples. To the best

of our knowledge, this is the most encompassing survey of geometric patterns of classic vessels.

However, for long-term application and larger-scale annotation, we want to extend this existing

pattern class structure or build up a new taxonomy altogether.

6.4.4 Applications

An encompassing annotated dataset not only allows for the training of dedicated pattern classi-

�ers by providing labeled image pattern pairs but also enables a variety of other applications.

That is, the structured annotation generated with our system could be leveraged for various

search and retrieval applications relevant to archaeological research. Examples include, but are

not limited to: searching for objects exhibiting a certain pattern; searching for objects exhibiting a

certain combination of patterns; or searching for objects exhibiting a certain pattern at a speci�c

location on their surface.

With dedicated analysis methods, deviations in shape or location can be unveiled, leading to

new discoveries and insights. Registering the individual occurrences of a certain pattern allows

us to examine the intra-class variability, identify outliers, and even determine a prototypical

pattern representation. Based on the location labels, correlations between the pattern classes

and surface regions can be revealed.
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F IGURE 6.16. Visualization of the Kunisch patterns collection in a SOM based on FVs obtained from our
CNN. The background colors indicate the af�liation to the major pattern groups.

A structured dataset also allows for visualization and (interactive) exploration. A huge num-

ber of methods have been studied to explore multimodal data at all different levels of visual

granularity, supporting a broad overview down to close-up. E.g., for the overview visualization of

– potentially huge – repositories, visual cluster analysis methods like Self-Organizing Map (SOM)

are an established visualization technique. This unsupervised machine learning technique gener-

ates a two-dimensional representation of high-dimensional input data. For a simple experiment,
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we apply the approach by Barthel et al. [57] to the pattern drawings from Kunisch and obtained

the map depicted in F IG . 6.16 based on the features obtained from the CNN (S EC. 6.4.1.3).

Note that for illustrative purposes, we randomly selected just about half of the entire set of

patterns, which were selected at random. The different background colors re�ect the different

major pattern groups. It can be observed that even though the CNN is unaware of this coarse

classi�cation, very similar clusters are formed where visually similar patterns generally appear

close to each other. Other concepts [ 50, 56] also support the interactive exploration of data and

allow the user to investigate selected subsets of the data in more depth and along speci�c traits

in order to reveal correlations.

6.5 Semi-automated Creation of archaeological Drawings

The creation of graphical annotation of vase paintings – drawing in archaeological terms (F IG . 6.17

bottom) – is a crucial task in the research of ancient pottery. They improve the readability of a

painting and enable its in-depth analysis and interpretation, such as the painter's style and used

manufacturing techniques. Manual creation with tools like tracing paper requires access to the

physical artifact and is oftentimes neither feasible nor allowed due to the fragility of artifacts.

Both 3D scanning and computer-aided unwrapping methods (S EC. 3.1) have considerably facil-

itated this task (F IG . 6.17 top) since they allow a domain user to annotate a painting directly

on top of a digital planar surface representation. To date, the annotation is conducted mostly

manually, for a domain expert is required to distinguish legit painting from various noise sources

like fracture lines, signs of erosion, or worn-off and missing surface parts. Therefore, a mere

edge image of the planar surface will not suf�ce (F IG . 6.17 middle). Still, manual annotation can

take up to several hours, even for rather small vessels (F IG . 6.18) [74]. Consequently, repetitive

ornamental patterns, which often take up large portions of vase paintings, are not annotated

graphically but only described textually. Nonetheless, they are an integral part of the surface

decoration and are important cues for attributing a pottery object to a painter or workshop and,

overall, for dating the artifact.

In the following, we present a concept that greatly facilitates the graphical annotation of

such ornamental bands using an interactive query-by-example approach, making it feasible for

archaeologists to include them in surface drawings. To this end, we apply a similarity detection

that leverages two constraints that commonly apply simultaneously to ornaments within an

ornamental band: (i) an ornament is similar to a provided primitive and (ii) several of such occur

at the same position along the object's rotational axis.

6.5.1 Concept

Our approach takes as input a textured 3D model of a painted vase and outputs an image of

an unwrapped projection of the object surface (henceforth referred to as canvas) exhibiting a
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F IGURE 6.17. Top: The spherically unrolled 3D model of a Corinthian aryballos ( KFUG G26 , c.f. F IG . 5.1),
exhibiting lavish vase paintings. The outlines of those paintings obtained naïvely with a Canny edge
detection [ 259] (middle) are too erroneous and noisy for documentation purposes and cannot compare
to a detailed manual annotation (bottom) where surface de�ciencies are �ltered out, and noisy parts
reconstructed based on domain knowledge.

binary depiction of all extracted ornament groups. The group-wise detection and extraction are

supported by a user operating on an interactive depiction of the projected vessel surface. We

choose a projection that widely minimizes both distance and angular distortions [ 77]. The results

closely resemble the surface as they would be drawn by an archaeologist, while it also allows for

robust similarity detection in surface areas of high curvature.

In our proposed work�ow (F IG . 6.19), the following four steps are executed repeatedly until

all ornamental elements are extracted: 1 the user selects one well-preserved ornament primitive

from an ornamental band with a scalable selection rectangle; 2 a self-similarity detection

(SEC. 6.5.2), yielding a set of candidates (blue circles), is computed in the background; 3 false
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F IGURE 6.18. The manual creation of a vase painting's archaeological drawing – here given with the
example of the Corinthian aryballos KFUG G26 – is a labor-intensive process that involves the alternating
investigation of intricate details on the original artifact and the tracing in a graphics editor. The result of
this effort is shown in F IG . 6.17, bottom. ( Image source: Stephan Karl )

F IGURE 6.19. Work�ow overview with a 3D model of the Attic black-�gured amphora KHM IV3600 as
input, a canvas as output, and the iterative steps of 1 query selection, 2 self-similarity detection, 3
result re�nement and 4 surface subtraction. A blue symbol indicates steps requiring user interaction.

positives (orange) are discarded by the user before a binarized representation of the re�ned

selection is written to a separate canvas; and 4 the displayed vessel surface is updated by
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removing surface parts containing the remaining selection. The canvas resulting from the

extraction of all repetitive ornaments can be used as a basis for a complete annotation of the

painting showing several �gures.

6.5.2 Self-similarity Detection

With a sliding window approach, we compute the pixel-wise correlation of a query patch, given by

the user's selection, and an equal-sized patch of the projected surface. The resulting con�dence

map can be employed for making proposals (candidate regions similar to the query). As we

tailor our work�ow speci�cally to the annotation of ancient Greek pottery, we can leverage the

assumption of a bichrome colorization ( c.f. SEC. 1.1). I.e., we transform the colored surface into

a binary representation prior to any detection efforts. In contrast to photographs, scanned 3D

models often exhibit regional intensity differences due to locally varying lighting conditions

of the scanned vessel surface. We use the locally adaptive thresholding method by Sauvola et

al. [260] (F IG . 6.20 top left) to account for these impairments. Using a binarized input has the

signi�cant advantage that the correlation between query and image can be computed with logical

conjunction instead of the more complex similarity computation between colors. That is, we can

employ a linear �lter that convolves the binary surface B ½Bw£ h , of width w and height h, with

the wq £ wq query (kernel) ! ½Bwq£ wq , giving a normalized pixel-wise con�dence

(6.5) Ck (i , j ) Æ
1

w2
q

X

i 02[0..wq)
j 02[0..wq)

Á(i 0, j 0)! (i 0, j 0)B(i Å i 0, j Å j 0) ,

for the pixel at hi , j i . Á Æ1 is an optional weighting term. For suf�ciently large kernels (about wq È

10), which is usually the case for this application, it pays off to leverage the convolution theorem ,

which can reduce the quadratic time complexity of a naïve convolution to O(n log n). Aforesaid

states that the convolution of two functions in real space equals the product of their respective

Fourier transform in Fourier space [ 261]. More speci�cally, the image is divided into blocks of

wq £ wq pixels before the kernel is convolved with each block separately. Those convolutions yield

results of dimensions 2 wq £ 2wq, which are added back together in an overlapping fashion, which

is referred to as overlap add .

The detection has to be rotation-invariant, for relevant ornaments can occur in a rotated

manner, either due to alternating orientations in an ornament band, or due to distortions caused

by the preceding surface �attening step. This invariance is achieved by calculating the con�dence

for a set of K queries, with the k-th query exhibiting a rotational transformation equal to an

angle of 2¼k/jK j, w.r.t. the original ( jK j Æ90 radial bins are used in all experiments). As the

comparison of a rectangular selection is not reasonable in the rotated case, the query is masked,

yielding the contents of the rectangle's inscribed circle exclusively (F IG . 6.20, pink). This is also
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accounted for in the convolution (E Q. (6.5)) by setting Á to

(6.6) Á i 0j 0 Æ

8
<

:

1 if kh
wq

2 ,
wq

2 i ¡ h i 0, j 0ik ·
wq

2

0 otherwise.

Let C 2 Rm£ n£ K be the stacked con�dences (E Q. (6.5)) with [ C] i jk as the con�dence at pixel hi , j i

and radial bin k 2 [0 . .K ). The accumulated sliding window con�dence Csw 2 Rm£ n (F IG . 6.20 top

middle) is given by the pixel-wise maximum con�dence [ Csw] i j Æmaxk2[1..K )[C] i jk .

F IGURE 6.20. The unwrapped surface is subjected to an adaptive thresholding. Over the result we compute
the probability Csw of an area exhibiting a given reference pattern using a sliding window approach.
Correlating this information with the areas of equal height (isohypses) I z yields the isohypsal con�dence
Cih . An element-wise multiplication of both con�dence maps gives the resulting combined con�dence C
from which candidate regions are obtained using the NMS.
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Entity Extraction from Con�dence Map. The sliding window correlation results in a pixel-

wise similarity of the respective locations to the query. Yet, the desired outcome of a detection

pipeline is a �nite set of candidate regions with very limited overlap. To this end we employ

the NMS, outlined in A LGORITHM 1. In our case, the initial bounding boxes B are the boxes

with dimensions wq £ wq centered around image pixels whose con�dence score C(i , j ) is above

a threshold tC. For the tested inputs, tC Æ0.5 proved to be a good choice. Together with the B

and their respective con�dence scores, obtained from C at the center point locations, we provide

the IoU threshold of tNMS Æ0.3. An application of the NMS with these settings to the Amphora

surface is given in F IG . 6.20, bottom right, with the �nal bounding boxes visualized as blue circles

inscribed to them. The lines between the circles and their respective centers indicate a match's

orientation w.r.t. the query.

Re�nement with Isohypses Map. Queries with atomic shapes, e.g., the blossom in F IG . 6.20,

yield several high-con�dence peaks strewn around across the whole con�dence map. Due to

its simplicity, similar patterns frequently appear in various parts of the surface, resulting in

numerous false positives after the NMS. For the blossom query, 3 of the 68 detected boxes

(4.4%) belong to this category. We re�ne the capability of our repetitive ornament detection by

leveraging the assumption that repeating ornaments are arranged in ornamental bands around

the rotational axis of the solid of revolution. With a mapping between the pixels of the �attened

surface S 2 N2 and the vertices of the 3D model V 2 R3, we can derive the position of a surface

point P 2 S along the rotational axis ( Z-axis) of the solid of revolution. With I z : N2 ! R as

the map of z positions of the surface pixels, we are able to determine surface areas of equal

height (isohypsal areas, F IG . 6.20 top right). An isohypsal con�dence map C ih , of the same

dimensionality as Csw, determines the probability that a surface region is part of an ornamental

band exhibiting the query ornament. To this end, we multiply the isohypsal mask H z ÆN (z,¾2)

of a normal distribution around a speci�c z (¾2 Æconst.) with Áz Æ
P jhits (H z)j¡ 1

i Æ0 Csw(hits (H z)[ i ]),

a value relative to the number of hits and their respective con�dences in the masked region.

hits (H z) returns the center points of the detection boxes obtained with the NMS, which lie

within H z. The isohypsal con�dence Cz Æ
P jM j¡ 1

zÆ0 H zÁz (F IG . 6.20 middle right) is de�ned as the

accumulation of the masked con�dences for individual z positions, with M Æ{0,2¾2,4¾2, . . . ,1} as

the set of mean values. The (element-wise) combined con�dence C ÆCz ±Csw (F IG . 6.20, bottom

left) is the re�nement of the initial sliding window con�dence Csw and results in signi�cantly

fewer false positives when used as input for the NMS (F IG . 6.20, bottom right).

6.5.3 Experimental Results

With our prototype implementation, we conduct an evaluation of the annotation pipeline on the

Amphora object KHM IV3600 . To this end, we selected �ve queries of ornaments with varying

size and complexity (F IG . 6.21 left), whose detected similar surface parts are drawn to a canvas
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(F IG . 6.21 right). Step 3 the selection of false positives is omitted since a working UI for this

task is not part of our preliminary prototype implementation. Yet, it can be observed that – even

without step 3 – the combination of sliding window and isohypsal con�dence values results in

several correct detections for each query. It appears the areas with missing detections generally

correlate with areas exhibiting strong abrasion artifacts resulting in partially (or altogether)

missing ornament paintings. This is especially the case with the tear shape (red) and the meander

shape (violet) at the lower half of the surface. It is also an issue with the leftmost ocurrence of

the blossom shape, which is almost entirely missing. However, it also has only four entities, and

the similarity detection capabilities generally decline with both, increasing query complexity as

well as a decreasing number of repetitions.

F IGURE 6.21. Flattened surface of KHM IV3600 (left) with different ornament selections marked by
colored circles and the resulting drawing on the canvas (right) with the same color coding.

Even though our approach is optimized for vessel surfaces exhibiting a bichromatic coloriza-

tion, e.g. Greek pottery, it is also (to some degree) applicable for polychromatic surface paintings,

observable on pottery of other ancient civilizations. F IG . 6.22 shows the outcome of the similarity

detection and NMS for two pre-Columbian pots (S EC. 2.2.5). While our method works well for the

�rst object, where all of the ornament's repetitions are correctly detected, it reaches its limits for

the second object with a success rate of approximately 50% and also some false positives. This

can be attributed to the suboptimal binarization of this surface as well as to the fact that the

ornament in question also appears in a similar fashion as an atomic building block of the more

sophisticated face ornament. Nonetheless, the presence of multiple ornamental bands containing

the query ornament is visible in the isohypsal con�dence map, allowing to discard of many of the

false positives present in the sliding window con�dence map.

6.5.4 Limitations and Outlook

The presented detection pipeline is comprised of a collection of (mostly) off-the-shelf image

processing techniques. While they do the job for the targeted application of ancient Greek

pottery, adoptions are necessary to achieve generalizability, scalability, ef�ciency, and robustness.

Regarding the generalizability, we refer to the bichromatic colorization assumption, which does
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F IGURE 6.22. Filtered candidates of the similarity detection (blue circles for true positives and orange
circles for false positives) for provided queries on two Peruvian pots and illustrations of the sliding-window
con�dence Csw, isohypsal con�dence Cz, their combination C, and the resulting extracted ornament
drawings.

not hold for vase paintings in general, as can be seen, for example, in F IG . 6.22. To support

polychromatic paintings the binarization step has to be changed to a semantic- or even an

instance segmentation ( c.f. SEC. 3.2). If ornaments within a band appear with varying sizes and

in a mirrored fashion, this needs to be also factored into the sliding window detection. While it is

possible from a technical standpoint – e.g., in a similar fashion to the rotation invariance with

a series of rotated kernels, differently scaled and mirrored versions of the convolution kernel

could be used – the computation complexity increases exponentially (even though the convolution

runs ef�ciently) with every new dimension of invariance. This merits the application of sampling-

based detection approaches or techniques relying on deep learning [ 222]. Such changes would

also boost the computation times in general, which are acceptable for �rst experiments, with a

couple of minutes on commodity hardware for a high-resolution input, but a real-time interactive

annotation or the annotation of a large dataset this is not acceptable.

The proposed detection with the isohypsal re�nement is not only applicable for the generation

of archaeological drawings as in our pipeline but could also be used to extract a database of

ornaments from a repository of textured 3D vessels. Such could be used for a content-based

retrieval allowing us to search for similar ornamental depictions on other objects or to group

ornament entities by shape, as shown by Karl et al. [74] for KFUG G26 . Further down the line,

this also allows deriving an ornament band's inherent grammar, which can be used to detect and

reconstruct missing or eroded parts (C HAPTER 8). Yet, to this end, the self-similarity detection

needs to run purely unsupervised, and thus it has to be – even though occasional false positives

are no concern in a retrieval setup – more robust in general.
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6.6 Conclusion

Within this chapter, we present three different contributions pertaining to the subject of retrieval

by ornamentation. First, a benchmark dataset that allows the objective comparison of different

recognition techniques for patterns. W.r.t. to the tasks introduced in S EC. 6.1, this particularly

addresses T0 and T1 . Second, we present a system for the online annotation and classi�cation of

Geometric pottery, which falls into the same category of tasks. Finally, we present an approach

supporting the annotation of pottery surfaces with a self-similarity detection procedure in the

background. This system serves the documentation T3 of the ornamental parts of vase paintings.

Even though T2 , the (statistical) analysis of ornaments was not explicitly covered within the

presented works, it has been the focus of a recent Master's thesis [ 230] based on the presented

benchmark dataset. Using artifacts from different cultures and epochs for evaluation purposes

underlines the generalizability of the proposed methods. While decent results are achieved with

the semi-automatic annotation and the classi�cation of Geometric pottery, the problem seems

to be far too complex for fully automated processes. Hence, we believe that, even with further

advancements in ML techniques and the increasing availability of labeled data, supervision by a

user will remain a crucial element to any system.
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In the previous chapters, we employ different notions of object similarity for sorting a collection

of records w.r.t. a certain query item. The same metrics can, however, be used to introduce an

ordering among the collection's records. Such is insofar relevant as domain researchers often

do not want to search for objects similar to a given reference but aim to discover (previously

unknown) similarity clusters within a collection. Or with the words of Martínez-Carrillo [ 59]:

Data archaeology is a skilled human task, in which the knowledge sought depends on

the goals of the analyst, cannot be speci�ed in advance, and emerges only through an

interactive process of data segmentation and analysis.

Yet, in contrast to searching where a one-dimensional result vector is the preferred way of

displaying a retrieval result, this is a poor choice for illustrating overall object similarity in a

dataset. The research area of visualization is concerned with �nding an optimal solution for this

purpose.
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This chapter is based on:

• Lengauer, S., Komar, A., Karl, S., Trinkl, E., Preiner, R., Schreck, T., �Visual Exploration of

Cultural Heritage Collections with Linked Spatiotemporal, Shape and Metadata Views�, inVision,

Modeling, and Visualization, The Eurographics Association, 2020.doi : 10.2312/vmv.20201196

7.1 Introduction

The analysis of CH artifacts in terms of their historical context is of fundamental importance

for archaeological research. To this end, �nding and understanding relations between artifacts

regarding traits of different inherent and derived modalities, e.g., spatial (�ndspot, provenance),

temporal (dating), or categorical (shape, material, style), is a crucial task that often stands at

the beginning of gaining new insights. Thanks to the effort of Digital Humanities, more and

more artifacts are digitized and collected in databases together with the relevant metadata that

encodes these traits and allows for ef�cient queries for relevant comparable artifacts using classic

`search by metadata' techniques. While this supports the search for artifacts with a given speci�c

set of traits, domain experts often gain important insights by analyzing large volumes of artifacts

as a whole, e.g., by investigating the relations between clusters based on different trait modalities.

However, classic search-based interfaces to digital repositories seldomly allow archaeologists to

analyze a suitable overview of the whole volume of a collection's objects, limiting the exploration

of potentially interesting relations among artifacts across different modalities. Moreover, in

practice digital repositories typically contain artifacts with missing, unknown, or uncertain

metadata, introducing an additional challenge to the assessment of connections between groups

of artifacts based on linked modalities. Finally, much of the information necessary for revealing

such connections is contained within artifact-related traits like their shape, painting style, or

similar. I.e., it is available only latently in the form of object depictions, instead of being encoded

in a low-dimensional metadata domain to search in.

We propose a design for an exploration system, utilizing the potential of digital collections for

a task-oriented analysis and exploration of CH data. The system addresses the above-mentioned

challenges by supporting the domain user in the analysis of large digital artifact collections and

the assessment of signi�cant relations between artifacts based on multi-modal traits. Related

designs from the CH domain and others are discussed in S EC. 7.2 before our concept is outlined

in detail in S EC. 7.3. The chapter closes with a summarization of our contribution and a few

general thoughts on visualization for the CH domain (S EC. 7.4).

7.2 Related Work

To date, many works support domain research via interactive visualization. There is also a

growing number of systems, speci�cally for analyzing CH data [ 107]. The majority relies primarily
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on visualization of text and metadata including spatiotemporal, relational, image, and shape

information. However, fewer consider these types of data in a tightly coupled way.

Visualization Techniques by Modality. Appropriate visualization concepts have been stud-

ied based on the modality of the data at hand. The most widespread type of data is textual

information. Regarding this type of data Moretti [ 262] coined the term distant reading which

refers to the visualization of texts with, e.g., graphs, maps, or trees, as opposed to the traditional

form, referred to as close reading. Jänicke et al. [263] present a survey on respective techniques.

To visualize sets of images, the optimal overall layout for arranging the images is usually

the crucial question. Brivio et al. [264] propose a Voronoi-based layout to visualize photographic

campaigns in CH. Glinka et al. [265] show the potential of details-on-demand techniques for the

exploration of large CH collections including images, keywords, and textual data. They use a

zoomable timeline visualization to combine a “distant-viewing” and “close-viewing” mode in an

integrated exploration system. Windhager et al. [107] give an extensive overview of both the

different data modalities relevant to CH as well as appropriate visualization techniques for each

of them.

Multimodal Visualization Systems. Graph-based visualization techniques are frequently

used in cases where corresponding elements have inherent relationships with one another. A

graph is given by a set of nodes and edges and is commonly used for the analysis of structures

and grouping of nodes and/or edges (Compound Graph Visualization) [ 266]. Further application

areas and examples of graph-based visualizations are given in dedicated surveys [ 267, 268].

Regarding applications for CH, Novak et al. [43] apply graph layouts to show historical social

network relations together with their temporal aspect in a separate timeline. Preiner et al. [44]

combine these aspects into an integrated network visualization on top of a height �eld displaying

the temporal aspect. Network visualizations have also been used for visualizing abstract CH

artifact characteristics, like vessel shape similarity by Van der Maaten et al. [45], or for displaying

similarities across Mayan inscriptions [ 46, 47]. Tortora et al. [48] use graph views to support

archaeologists in �nding new correlations from ontology-driven metadata and Coburn [ 49]

proposes a map view of artifacts that can reveal semantic relationships between artifacts via

visual links.

Other approaches illustrate multiple properties simultaneously in a high-dimensional space,

such as the approach by Windhager et al. [50], who show the space-time attributes of CH artifacts

within a three-dimensional PolyCube system. By connecting different visualization techniques,

like map, set, and network visualizations, they reveal spatial, categorical, and relational collection

aspects. Simon et al. [51] introduced Peripleo, an open-source tool for exploring the geographic,

temporal, and thematic composition of distributed digital collections. To the same end, multi-view

approaches, have seen widespread use as noticeable from the survey by Roberts et al. [269]. Rele-

vant previous works in multi-view and linked visualizations include the Vis-Trails framework
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[270], which allows connecting individual views together in an interactive environment. Further-

more, the Improvise framework [ 271] is also in�uential in de�ning linked view arrangements

for data exploration. Steed et al. [272] present the CrossVis system, a combination of several

interactive views of multivariate data. That is, the main view, showing parallel coordinates, is

supported by scatterplots, correlation visualizations, and image views.

Positioning of Our Work. The visualization concept proposed in the following does not in-

troduce novel visualization techniques, but it relies on established concepts (multi-view, graphs,

maps, timelines, parallel links) which are combined in an ingenious manner to allow for the

concurrent exploration of data collections along different object traits. While only three traits are

visualized in a purposely created prototype implementation, the advantage of our system is that

a potentially arbitrary number of traits can be supported, as opposed to many other concepts

which are limited in this regard due to their design.

7.3 Linked Views Visual Exploration System

We employ multiple linked views revealing the localization, distribution, and concentration of

artifacts along different attribute domains, as well as their connections across them. For a proof-

of-concept, we focus on the three attributes (i) provenance, the location an artifact originates from;

(ii) dating, the epoch/time an artifact supposedly stems from; and (iii) shape. These properties are

of particular interest to pottery research [ 59, 141]. To provide an overview of artifact records based

on their shape, we propose an interactive graph-based representation that structures artifacts

based on a custom shape-similarity metric. We support adaptive levels of visual granularity

by introducing multi-object previews tailored to shape aggregations. To this end, we adapt an

established graph sparsi�cation algorithm for locally varying link densities to work for fully-

connected undirected weighted graphs. Moreover, we introduce a new cross-correlation measure

for graph layouts, allowing the automatic detection and highlighting of prominent artifact

correlations across different modality domains. Said reveals potentially interesting connections

between relevant artifact subgroups. Views on different modalities naturally incorporate missing

and uncertain data of individual artifacts through respective visual cues.

The proposed design concepts are tailored to an interactive visual exploration system for

artifact collections that exhibit shape and spatiotemporal metadata. Nonetheless, the system's

design can be readily extended to support additional object traits. Albeit not limited to this

domain, our prototype implementation is evaluated on a collection of CH objects. Additional

challenges, speci�c to this domain, are the uncertainty of attributes, e.g., dating, as well as missing

attributes for some items. For the design and the evaluation, we rely on a set of meaningful tasks

de�ned by domain experts. The potential of the approach is demonstrated using a Greek pottery

collection, revealing relevant correlations regarding the historical context of ancient pottery in

an intuitive and comprehensible manner.
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In the following, we discuss the mentioned domain analysis tasks (S EC. 7.3.1) before the

proposed design is shown in-depth in S EC. 7.3.2. SEC. 7.3.3 explains how various analysis and

interaction tasks are enabled through customized components, and S EC. 7.3.4 discusses the

insights gained from a collaborative walkthrough together with domain researchers. Finally,

SEC. 7.3.5 concludes the section by stating limitations as well as open research questions.

7.3.1 Domain Analysis Tasks

In discourse with domain researchers, we gained insight into their research work�ows, based on

which we determine a set of relevant tasks for an archaeological exploration tool. The tasks are

categorized as being of single-modal ( T1 -T4), and cross-modal (T5 -T6) type and include:

• T1 Gaining an overview of the geographic distribution of the artifacts' provenances;

• T2 Examining patterns in the artifacts' temporal distribution;

• T3 Gaining an overview of the diversity and variability of artifact shapes;

• T4 Examining artifacts at a dynamic level of visual granularity, down to close-up;

• T5 Revealing connections between spatial, temporal, and shape-based distributions; and

• T6 Evaluating salient connections determined by a cross-correlation measure.

These tasks serve as a guideline in the design and the evaluation of the proposed visualizations.

7.3.2 Concept

Coherently displaying two or more dataset traits in an integrated visualization is a non-trivial

problem, which is even aggravated if these traits comprise different types of attributes (categori-

cal, geographic, and abstract in our case). I.e., we decide to diverge from the idea of visualizing

all traits in a single component towards a concept that uses different views for the various

modalities. This is a known concept for visualizing multiple traits of attributed data and is

referred to as multiple view approach by Roberts et al. [269]. The advantage is that tailored

visualization techniques can be employed for the individual traits as well as that it permits the

user to systematically explore inter-modality characteristics. On the downside, multiple views

have the disadvantage that the user's attention is focused on one view at a time, making it hard

to grasp the overall structure of the data and spot intra-modality correlations. Common ways to

overcome this issue are coordinating, synchronizing, or linking actions between individual views.

For the problem at hand, the latter, also referred to as multiple linked views [269], proved to be

the most convenient. Aggregation and clustering methods facilitate the handling of vast object

collections. We design the system such that individual artifacts are perceptible at the lowest level

while the views become more and more abstract at higher levels. This is referred to as visual
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granularity [107], and �nding the appropriate level is an essential design objective for any CH

InfoVis system. Our proposed system, dubbed Linked Views Visual Exploration System (LVVES),

shown in F IG . 7.1, supports a dynamic level of visual granularity. I.e., at all time, approximately

the same number of previews is shown, but the level of detail changes based on user navigation

interaction. In the remainder of the section, the individual views for our selected modalities are

described in detail.

I.e., the Geographic Map Viewer (GMV) for spatial information, the Timeline Viewer (TV) for

temporal information, and the Shape Similarity Viewer (SSV) for shape information. All of them

have an underlying graph data structure G(V ,E) in common, where the vertices V (common

across views) correspond to the displayed artifacts A and weighted edges E model the similarity

between artifacts. These graphs are the basis for a force-directed layout [273], which dictates the

positioning of an artifact (visualized with a preview) within a view through a set of forces acting

simultaneously upon the vertices.

F IGURE 7.1. The Linked Views Visual Exploration System (LVVES) allows us to explore space (GMV),
time (TV), and shape (SSV) modality in an integrated system with linked views. In each view, the artifacts
are aggregated and clustered w.r.t. the respective modality using a dynamic degree of visual granularity,
from overview to close-up 1 . We introduce MOPs tailored to the SSV ( c.f. F IG . 7.2), providing visual cues
regarding the artifacts substituted by an aggregation. Intra-view cluster correlations are revealed using
alluvial-�ow diagrams 2 spanning between views.

7.3.2.1 Geographic Map Viewer

Geographic maps are an established approach for visualizing spatial traits of CH artifacts

[274]. As required in task T1 , an artifact's origin within the GMV is indicated by a preview. If

the preview stands for a single artifact, it is referred to as Single Object Preview (SOP) [ 107]

and can display 3D models, images, text, or metadata. As all artifacts from our database have

146



7.3. LINKED VIEWS VISUAL EXPLORATION SYSTEM

associated photographs, we decided to display one representative photograph embedded in a

circular marker as a preview (F IG . 7.1, GMV). If a preview surrogates multiple artifacts, we speak

of a Multi-Object Preview (MOP) [ 107]. Arrangements like lists, grids, or mosaics are common

representatives of this type. In the GMV, we display one randomly selected image from the

respective set of artifacts as MOP in case of aggregation. Assigning an artifact to a speci�c point

on a map requires a latitude/longitude coordinate pair. The provenance attributes associated

with our artifacts, however, are given as place names with highly varying degree of geographic

expansion, as �ndplaces are oftentimes only vaguely documented. I.e., in some cases, these names

refer to ancient cities, e.g., Nola, while they can also refer to entire modern countries such as

Italy or Greece. Obtaining a latitude/longitude coordinate pair for such a place name involves

a process called forward geocoding and is offered by various web services. Nonetheless, a place

name cannot be pinpointed to one exact location on the map but only to an area. We use the

bounding boxes of these areas as positional constraints for the previews, meaning that a preview

can roam freely within its associated bounding box. Note that these bounding boxes can intersect

each other or even be contained within one another due to the large areas associated with some

place names.

To get exact locations, as required for drawing the previews on the map, we use a force-directed

layout with a gravitation force f g(v) pulling a vertex v 2 V towards the center of its respective

bounding box with a constant strength. As soon as a vertex is located within its bounding box,

this force becomes 0. With this attraction force alone, many previews of artifacts stemming from

the same or intersecting areas are fully or partially overlapping each other. We address this

issue twofold. First, a collision force f col, with f col À f g, ensures that previews are separated

suf�ciently to avoid overlapping. Second, we aggregated vertices by common place name into

surrogates, resulting in a much smaller number of vertices Vagg Ç V . The number of artifacts

represented by a MOP – the cardinality jAMOP j – is visualized with a text label (F IG . 7.2) as well

as a slightly larger preview radius r amounting to

(7.1) r (jAMOP j) Æk log(jAMOP j)Å r SOP ,

with k Æ0.3 as a scaling factor and r SOP as the uniform SOP radius.

The absence of spatial information for some artifacts prevents their placement on the map.

However, we want to indicate their presence regardless. On the one hand, every view should

contain the same set of objects to allow for visual linking. On the other hand, it has been shown

that the visualization of missing data can be crucial for decision-making [ 275]. That is, we

consider all such artifacts by means of a `placeholder' preview within whom all of them are

aggregated. It is marked by a preview displaying a question mark and is always placed in the top

right corner of the GMV (F IG . 7.1, GMV).
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7.3.2.2 Timeline Viewer

Linked timelines , animation , superimposition , and space-time cubesare often used methods for

displaying temporal information [ 274]. For the LVVES, we use a timeline visualization to this

end, as it is the only one of the aforementioned, showing exclusively temporal information. We

also want to incorporate cardinality information – how many objects stem from a particular

epoch – into our viewer. We implement this by means of a two-dimensional viewer with the

temporal information encoded along X -dimension and the cardinality information encoded along

the Y -dimension. Yet, CH artifacts cannot be attributed to an exact point in time but only to a

(possibly half-open) date interval due to uncertainties in the dating. Aggregating the artifacts

by common time intervals leaves us with a set of blocks we can place in the TV. Although the

expansion in X and Y dimension of such a block is unambiguous, the problem that many blocks

are overlapping each other, due to overlappings in the corresponding date intervals, remains.

This can be corrected by rearranging the blocks along the Y dimension such that they do not

intersect each other. Finding a global arrangement that makes the optimal use of the available

space is a variation of the bin packing problem and is combinatorial NP-hard [ 276]. However, we

found an approximate solution to be suf�cient for practical use. That is, we apply a force layout

with two counteracting forces: (i) a vertical force f y governing that the vertices align around

a vertical center line; and (ii) a larger collision force f col, with f col À f y, pushing blocks apart

which are intersecting each other. F IG . 7.1, TV shows one possible result of this layouting concept.

Note that the TV also features a labeled grid facilitating the orientation. Same as with the GMV,

we face the problem that many artifacts are missing a temporal attribution. We account for those

with a designated block in a secluded area to the left of the timeline.

7.3.2.3 Shape Similarity Viewer

The SSV provides an abstract visualization of a collection's shape variety and variability. As

proposed by Van der Maaten et al. [45], we assume that an artifact's shape characteristics can be

derived from its silhouette. To this end, we make use of an artifact's associated images I a, which

are subjected to manual �ltering to discard images showing only close-ups of surface details or

related hand drawings. From the remaining images object masks are extracted ( c.f. SEC. 3.2.1),

from which the respective largest contour is obtained with the topological structure analysis

algorithm by Suzuki et al. [207]. We quantify the similarity between two contours using the SCD

(c.f. SEC. 4.4.3.1).

Let F (a) Æ{xSCD(cmax (I a[ i ])) j i 2 [0 . . j I a j)} denote the set of FVs for artifact a, with cmax

returning the largest contour of the image's object mask and xSCD(cmax ) as the correspond-

ing FV. We de�ne the similarity d between two artifacts a i and a j as the minimum Eu-

clidean distance d(a i , a j ) Æmin hxk ,x l i2 X kxk ¡ x l k between all feature vector pair combinations

X Æ{hF(a i )[k], F (a j )[ l ]i j k 2 [0 . . jF(a i )j), l 2 [0 . . jF(a j )j)}.

The similarity relations between all artifacts are given by the symmetric square adjacency
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matrix B 2 RjA j£j A j with b i j Æb j i Æd(a i , a j ), which can be treated as a �nite weighted graph

GSSV (V ,E) with vertices V bÆA and edges E Æ{hi , j ,w i j i j 0 · i Ç j Ç jV j,w i j / b i j }. In the SSV,

the grouping of artifacts based on their mutual shape similarity is done by a force layout where

a link force f l between all possible pairs of artifacts, e.g., ha i , a j i is proportional to the inverse

of the corresponding edge weight f l (i , j ) / w¡ 1
i j , assuring that similar artifacts are positioned

close together while dissimilar ones are forced to stay further apart. Three additional forces

act simultaneously upon all vertices: (i) a collision force f col; (ii) a strong repulsion force f rep,

with a strength exponentially decreasing with distance, meaning that vertices not connected by

a strong link force are pushed apart, resulting in a generally `cleaner' overall layout; and (iii)

a counteracting weak gravitation force f g ( f g ¿ f rep Ç f l ¿ f col) pulling all vertices towards a

common origin and preventing weekly linked groups from drifting off. In addition to the previews

at the corresponding vertex positions, links are drawn as straight lines (F IG . 7.1, SSV).

Graph Aggregation. With one vertex per artifact, the resulting graph layout will be huge,

hindering the perception of the collection at a macro level. We want to provide a global overview

by means of abstraction as in the GMV, and the TV, where said is achieved with an aggregation

by common provenance and common date respectively. In the case of the SSV, we do not have

a comparable �nite set of common values as a basis for aggregation, but we combine vertices

iteratively until a desired level of aggregation is reached. A greedy pairwise aggregation removes

the edge hî , ĵ ,w î ĵ i Æmin hi , j ,w i j i2 Eagg w i j with the lowest weight w î ĵ together with the vertices î , ĵ

it connects. For the vertices a substitute is added as a surrogate that is connected with newly

added edges to the rest of the graph. This process is conducted iteratively, with V (0)
agg ÆV , E (0)

agg ÆE

at the initial step and V (k)
agg ÆV (k¡ 1)

agg \ { î , ĵ } [ {.}, E (k)
agg ÆE (k¡ 1)

agg \ { hî , ĵ ,w î ĵ i } [ {. . .} at the k-th step,

until jVaggj reaches a given cut-off threshold tagg. The detailed algorithm outlining this process is

featured in A PPENDIX B. For tagg we use a value equal to the mean number of previews in the

GMV and the TV, to ascertain similar visual granularity across all views. As an additional visual

cue the number of objects surrogated by an aggregated vertex (cardinality) is encoded into the

preview size r MOP (EQ. (7.1)).

Graph Sparsi�cation. Initiating the force layout with f l È 0 between all vertex pairs results

in a hairball-like structure due to the layout being heavily overconstrained. The process of

thinning out these link forces while preserving link-induced accumulations at the same time is

generally referred to as graph sparsi�cation . The similarity graph GSSV
agg has edges between all

vertices (fully connected) with a total of jEaggj Æ jVaggj(jVaggj ¡ 1)/2 edges. This class of graphs is

referred to as a complete graph. The goal of sparsi�cation is to �nd a subset of edges Esparse ½E

such that jEsparsej ¿ j E j. The trivial approach is to remove a �xed number of edges with the

highest weights [ 277], or to omit all edges exhibiting a weight above a globally de�ned threshold

tsparse, such that Esparse Æ{hi , j ,w i j i 2 E j w i j · tsparse}. A critical �aw of this approach is that the
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locally varying edge weights are not taken into account, resulting in the dissolution of some

clusters while too many links are preserved in others.

Hence, we base our sparsi�cation on an approach that aims at discarding inter-cluster edges

while retaining intra-cluster edges. We utilize the method described by Satuluri et al. [277] (see

Algorithm 2 in their work), which we adapt for complete weighted graphs. I.e., instead of using

the Jaccard similarity coef�cient for the similarity between two vertices i , j 2 V we de�ne a

distance re�ecting their agreement regarding the distance to all other vertices in V . Formally, it

is given by

(7.2) Sim V (i , j ) ÆSim E (E i ,E j ),

with E i , E j as the edges incident to i and j respectively, sorted by their weights, and

(7.3) Sim E (E i ,E j ) Æ

"
1

min {jE i j, jE j j}2
X

k2[0..min {jE i j,jE j j})
jk ¡ indexOf (E i [k], E j )j

#¡ 1

.

indexOf (e,E) returns the index of the edge e in E. The algorithm used for obtaining Gsparse using

this measure is outlined in detail in A PPENDIX B. The advantage of this local sparsi�cation

method over the global one is that it has the tendency to preserve clusters within the graph

structure since intra-cluster edges are much more likely to be preserved than inter-cluster edges.

Shape Preview Surrogate. Same as with the GMV, the SSV requires MOPs for aggregated

vertices. Since this view deals exclusively with artifact silhouettes we conclude that such previews

should also embed this information. To this end, we implement a glyph that displays the Euclidean

mean of a set of silhouettes together with a color coding implying the local variances of silhouette

shapes as depicted in F IG . 7.2. For a set of aggregated artifacts Aagg, associated with a MOP,

this involves normalization and registration of all the representative silhouettes H (Aagg) Æ

{cmax (I a[0]) j a 2 Aagg}. Note that only one silhouette per artifact is taken.

Let sh be the vector of nSPS points, sampled at equidistant positions along the registered

silhouette h 2 H . A Shape Preview Surrogate (SPS) is described by a point vector sSPS, initialized

with the point-wise Euclidean mean of two silhouettes s1 and s2 with s(0)
SPS[ i ] Æ1

2 s1[ i ] Å 1
2 s2[ i ], i 2

[0 . . nSPS). All additional silhouettes are added online, meaning that the k-th silhouette vector sk

can be added with s(kÅ1)
SPS [ i ] Æs(k)

SPS[ i ] Å k(sk [ i ] ¡ sSPS[ i ](k)), i 2 [0 . . nSPS). Additionally, we calculate

the standard deviation of each point in sSPS. The glyph we create from this information consists

of a series of dots representing the mean silhouette on a neutral background with the standard

deviation encoded in color. Same as in the GMV, the size of a glyph in the viewer scales with its

cardinality according to E Q. (7.1).

7.3.3 Analytical and Interactive Support

The visual connection across views is established via user interaction. The user selects a subset

of the data in one of the views by a selection action, which involves, in many cases brushing or, in
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our case, a selection lasso. The selected subset is then highlighted in all views by changing color

or size. We take it one step further and also draw links between views in order to visualize the

correlation of clusters and aggregations across modalities (S EC. 7.3.3.2). Besides this highlighting,

we also provide the user with an automatically calculated `most signi�cant' selection based on a

cross-correlation measure (S EC. 7.3.3.3).

F IGURE 7.2. The SPS indicates the shapes of multiple aggregated objects by both their overlayed silhou-
ettes as well as a mean silhouette (colored dots) computed over all surrogated objects. The color of the dots
refers to the local shape variance. A circled number at the bottom right indicates the number of objects
which are represented by the MOP, which is also hinted at by its size. The red arc provides a visual cue
regarding how many of the preview's objects are part of the current highlighting.

7.3.3.1 Hierarchic Balloons

The system also has to support the on-demand dynamic reversing of aggregations to allow users

to examine the data at all levels of visual granularity as required by T4 . By now, this kind of

exploration is implemented for the SSV only, where we make use of the aggregated graph data

structure GSSV (Vagg,E). Although (some) vertices serve as surrogates for others, they store a

hierarchic list of vertices and edges. I.e., the data structure at hand constitutes a tree of graphs

with the leaves corresponding to single artifacts G leaf ({.}, ; ). A proper visualization technique

for this kind of data structure are so-called balloon views [278]. The basic idea is to encapsulate

subtrees in circles attached to the parent node, isolating it visually while still preserving its

relation to the next higher level in the hierarchy. In our implementation, a balloon has its own

force layout and is subjected to the same aggregation and sparsi�cation operations as the graph

of the root node, meaning that it can contain aggregated nodes as well. Those can also be turned

into balloons recursively, down to the lowest level of the tree. Balloons are completely agnostic

w.r.t. nodes higher up the hierarchy, and incorporated balloons are considered only by means of

their radius, determined by the extent of their force layout, which serves as a parameter for the

collision force. Balloons are added only on demand to avoid visual overloading. That is, a user
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has to click its corresponding MOP (F IG . 7.3). Note that a balloon is �lled with an arbitrarily

selected color which is restricted to shades that have a suf�ciently high contrast w.r.t. its parent's

color. The system supports the concurrent display of multiple balloons from different levels of the

hierarchy as well as from the same level.

F IGURE 7.3. Balloon views support the recursive exploration of a SPS's corresponding objects. The top
left �gure shows, among others, a cluster of 47 lekythoi shapes. Clicking this MOP (click interactions
symbolized with red triangles) opens the ballon view in the top right �gures. Bottom: multiple balloons at
different recursion depths can be displayed concurrently.

7.3.3.2 Intra-view Highlighting and Linking

The linking of views in a multiple linked views system is referred to by highlighting . For our

purpose, a lasso selection turned out to be the easiest to use for selecting. For visualizing

highlights, we decide on a change in color, as a preview's size already encodes cardinality

information (S EC. 7.3.2.1). A challenge poses the different aggregations in different views, for

oftentimes only a fraction of the artifacts related to a MOP belongs to the current highlight. We
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visualize this partial highlight with a red arc around a MOP (F IG . 7.2), whose angle ® amounts to

® Æ j̀#highlights 0j/j`#artifacts 0jj ¢2¼. Due to the navigation capabilities of the views (panning and

zooming), not all previews are always within the currently displayed section. If this is the case

for a highlighted preview, we want to indicate their presence regardless and do so via signposts.

Still, this form of highlighting does not allow drawing conclusions regarding the correlation

of clusters across separate views. This information is revealed using an alluvial-�ow diagram,

comparable to the diagram presented by Saunders [ 279], between all views. The streams start

and end at the respective previews, and the stream thickness corresponds to the number of

highlights it connects (F IG . 7.6). A stream is only drawn if both the source and the target preview

are within the currently displayed sections.

F IGURE 7.4. The LVVES with intra-view links based on the most signi�cant relations revealed by the
intra-view correlation. Nolan amphorae and cups preferred in Etruria are detected. The two balloon views
on the right side correspond to the highlighted SPSs in the SSV.

7.3.3.3 Intra-view Correlation

Besides a user-de�ned selection of intra-view links, we also pre-calculate the `most signi�cant'

selections. I.e., we determine those artifacts whose neighborhoods are the most similar across

all views. Since we have graph data structures with a common set of vertices across all our

views (GGMV , GTV , and GSSV ) this is achieved through a vertex-wise correlation measure for

different graph layouts. The intra-view correlation ( G i ? G j )(v) for a vertex v 2 V , common across

graphs G i (V ,E i ) and G j (V ,E j ), is thus proportional to the similarity of its neighborhoods with

(G i ? G j )(v) / Sim E (E i
v,E j

v), with E i
v, E j

v as the respective subsets of edges incident to v. For nG

graphs and their set of edges EÆ{E i j i 2 [0 . . nG)} the cross-correlation of v is given by

(7.4) Corr (v,E) Æ
1

¡n
2

¢
X

hE0,E1i2 (E
2)

Sim E (E0
v,E1

v).
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For the SSV this measure is directly applicable as is has a complete graph GSSV (V ,ESSV )

de�ned by its adjacency matrix. The graphs of the TV and the GMV, on the other hand, do

not have any edges GGMV ÆGTV ÆG(V , ; ), resulting in a uniform cross-correlation of 0. This

drawback is compensated by adding arti�cial edges between all vertices for GGMV and GTV . For

the GMV, the weight of edges between vertices belonging to the same cluster (and thereby same

location) is set to 0, while all others are initialized with a weight relative to their geographic

distance. For the TV, the weight of an edge between vertices belonging to the same date range is

set to 0 while the weight of an edge between two vertices v i , v j 2 V , belonging to different date

ranges is de�ned as the difference dTV (v i , v j ) Æ jz(v i )¡ z(v j )j, where z(v) indicates the center of the

date interval associated with vertex v. Note, that no normalization of edge weights is necessary

as they are exclusively used to determine an ordering. The resulting intra-view correlations

are sorted by value, and only the most prominent ones, down to a user-de�ned threshold, are

displayed via the highlighting and parallel links systems (S EC. 7.3.3.2), with the strength of the

correlation encoded into the transparency of the links and associated previews (F IG . 7.4).

7.3.4 Results and Evaluation

To evaluate our approach we implement a prototype as a web application that relies heavily on

the D3 JavaScript library in connection with HTML5 Canvas. A C++ backend is responsible for

the computation of the shape similarity required by the SSV (S EC. 7.3.2.3) as well as for the

intra-view correlation (S EC. 7.3.3.3). The geocoding necessary for the GMV is obtained from the

OpenCage Geocoder API1.

The LVVES has been used by domain experts for the analysis of real-world archaeological

data, following the different analysis tasks in S EC. 7.3.1. In terms of data, we need a set of objects

having both pictorial data and metadata. From T AB . 2.2 in S EC. 2.1.2, we select the �ve CVA

fascicules CVA Dresden 2; CVA Erlangen 2; CVA Göttingen 3; CVA Jena 1; and CVA Munich 16,

whose records we combine with metadata obtained from the BAPD (S EC. 2.1.1). In total, this

results in a database comprising 614 vases with 2 ,799 images. This initial selection is �ltered

automatically (based on metadata) to exclude fragments that do not exhibit meaningful shape

information. From the remaining 317 artifacts, the associated images have been �ltered manually

(SEC. 7.3.2.3) by removing close-ups and sketches. 61% of these vases have dating information,

while only 32% have associated provenance information. This drawback is typically for museum

collections of antiquities which are mostly compiled of artifacts coming from the art market since

the 18th cent. CE. [ 280].

7.3.4.1 Application and Domain Expert Evaluation

We select three speci�c showcases to evaluate the system's applicability for actual archeological

research and demonstrate some results. For each of them, we use a different combination of

1https://opencagedata.com/
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F IGURE 7.5. Left: A group of aryballoi is selected via their SPS in the SSV to examine their different
datings. Right: A selection of the strongly represented date range in the TV unveils which other shapes
appear during this epoch. E.g., a group of 9 alabastra. The ballon views illustrate which artifacts are
surrogated by the SPSs.

modalities (date, provenance, shape). For T1 , we use the GMV to investigate artifacts' prove-

nances; for T2 , the TV to analyze the temporal distributions of artifacts and for T3 , the SSV to

get an overview of shape variations.

For the �rst showcase, related to T3 , T4 , we take the data sets of Erlangen, Göttingen, and

Dresden and look at their representation in the SSV. Greek pottery was produced in different

shapes and sizes according to the intended use (storage, drinking, containing perfume, etc.).

Although the main shape types of Greek pottery remained relatively constant due to their

function, there were a lot of varieties and differences in the accentuation of details [ 15]. E.g.,

one speci�c shape, the lekythos, a slender, single-handled, and narrow-necked vessel, was used

for storing oil. The SSV displays this common shape of lekythoi ef�ciently with a SPS of 47

artifacts (F IG . 7.3 top left). The SPS allows to us to recognize at a glance the low variability of

the individual shape pro�les of these clustered artifacts, as only small differences can be seen

in the transition from the shoulder to the neck of these vessels. The dynamic level of visual

granularity from overview to close-up by means of hierarchic balloons (S EC. 7.3.3.1) facilitates the

examination of linked vases in detail. The �rst balloon (F IG . 7.3 top right) shows some varieties

of lekythoi and a further extensive SPS of 20 artifacts. The second balloon (pink) demonstrates

that SSV has clustered herein the lekythoi of the canonical proportions with a narrow, almost

cylindrical body. A limitation pose degenerated vases, e.g., different vase types with broken

mouths are joined in one SPS in F IG . 7.3 bottom.

For the second showcase, addressing T5 , we look at the vase collection of the university Jena

in its entirety, more speci�cally on their represented shapes in relation to their given date ranges.
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Within the largest cluster, depicted in F IG . 7.5 left, the SSV grouped together vessels with a

globular body. Apart from two exceptions – an early Protocorinthian aryballos and a late belly

lekythos – all exhibit a shape known as round aryballos , a perfume vessel with a spherical body, a

narrow neck, and a broad disc-like mouth, which becomes regular at the end of the third quarter

of the 7th cent. BCE. in Corinth. This shape underwent mass production with a wide distribution

in the �rst half of the 6th cent. BCE and disappears almost completely in the Greek sphere

after the mid-6th cent. BCE. The balloon in F IG . 7.5 left also shows imitations of this speci�c

Corinthian shape in other vase production centers: East Greek/Rhodes (made of Faience) and

Italy (the so-called Corinthianizing pottery). Suppose we investigate which other shapes exist

from the �rst half of the 6th cent. BCEat Jena, the SSV offers, among some single shape types, a

second larger group (F IG . 7.5 right). In this group, all Corinthian and Corinthianizing alabastra

at Jena were grouped together (with two outliers). To sum it up, the LVVES clearly supports the

investigation of typo-chronological developments of vessel shapes and can enable the recognition

of new strands of developments or peculiarities with larger datasets.

The third showcase is a characteristic example for T6 , connecting shape, provenance, and

date (F IG . 7.4). Neck amphorae in a distinctive slim version and with an elongated neck are

clustered by the SSVwhile the GMV reveals that the vast majority of this type was found

in Campania, Southern Italy, especially in the ancient city of Nola. This type of amphorae

was named, following the archaeological site, Nolan amphorae . Even though this is not a new

discovery, the visualization emphasizes this export from Athens to Southern Italy. The ancient

region of Etruria in Central Italy is a preferred exportation site for another vase shape, the

cup. The timeline outlines that these exports started later and lasted longer than the exports of

Nolan amphorae to Southern Italy. Looking at the pottery market in general, it is an interesting

archaeological fact that speci�c shapes were popular in different regions of Italy.

7.3.5 Discussion Limitations and Open Research Questions

An open question is how to determine a sensible amount and routing for the parallel links in

order to achieve the optimal balance between a maximum of visible information and a sensory

overload, as is the case in F IG . 7.6. This problem could potentially be addressed with tailored

�ltering approaches as well as methods routing with reduced collisions like the method presented

by Steinberger et al. [ 281].

Another challenge are historic toponyms in artifacts' provenances and other spatial metadata

which have no equivalent in modern geocoding services. While we used OpenCage Geocoder

for the sake of convenience, many ancient city names cannot be resolved by this service. If the

demonstrator is further developed for everyday professional use, it might be worth utilizing

a gazetteer which is specialized in ancient place names like the Pleiades project 2, which was

unfortunately not yet accessible at the time the experiments were conducted.

2https://pleiades.stoa.org/home
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F IGURE 7.6. Too many parallel links at the same time congest the LVVES and can hinder the detection of
otherwise visible correlations.

We want to note, that even though the modalities supported by the prototype implementation

are very limited (date, provenance, and shape), the proposed views are, to an extent, independent

from the visualized modality and can be readily employed for other object traits. I.e., the GMV can

visualize any spatial data ( e.g., production sites, current collections) while the SSV can display

any non-categorical data ( e.g., painting style) where relations between artifacts can be speci�ed

by a distance function.

7.4 Conclusion

Gaining insight and understanding of CH artifacts across modal boundaries is an archaeologist's

day-to-day work. Available data in the form of 3D scans, images, and a variety of metadata

helps to analyze not only the economic situation of producers and recipients but the ancient

social systems in general which is a core research question of Classical Studies. The proposed

visual exploration system (LVVES) addresses the need for an integrated exploration system for a

selection of modalities, which it brings together using visual links. Those can be triggered either

by interaction or automatically based on a well-de�ned correlation measure. First experiments

on a small-sized test dataset proved that the latter is able to reveal object correlations that are

known to be present in the data. Even though we do not claim that this system is able to resolve

all challenges related to the problem at hand, we believe that this (to our knowledge) novel design

poses a valuable contribution to the �eld of visualization of CH data and offers great potential for

scalability and extendability.
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Digital restoration constitutes the smallest thematic part of this thesis and was originally no

intended research objective within the CrossSAVE-CH project. It was, however, discovered,

while researching analysis methods for repetitive surface patterns, that the very structured

arrangements of such patterns can be leveraged for both detecting gaps in the arrangement as

well as for generating texture hypotheses for these areas if the majority of a pattern sequence is

preserved. That is, we focus exclusively on the colorimetric restoration of artifacts, something

that has not yet been heavily researched for 3D pottery or, to our knowledge, for any 3D data

whatsoever.

8.1 Introduction

The digital restoration of CH artifacts is a well know research objective, as the physical restoration

is usually not possible due to various reasons, e.g., cost factors, the fragility of objects, or different

parts of one and the same object being curated by different museums. Also, the advancement of
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This chapter is based on:

• Lengauer, S., Preiner, R., Sipiran, I., Karl, S., Trinkl, E., Bustos, B., Schreck, T., �Context-based

Surface Pattern Completion of Ancient Pottery�, inEurographics Workshop on Graphics and

Cultural Heritage, The Eurographics Association, 2022.doi : 10.2312/gch.20221234

3D scanning and the increasing availability of detailed 3D models encourage the development

and application of computer-based restoration techniques. Papaioannou et al. [282] differentiate

thereby between reassembly, the identi�cation of af�liations between fractured artifact parts

and their realignment, and object completion, the approximation of object parts that are missing

due to erosion or an incomplete set of object fragments. Our proposed approach belongs to

the latter, but in contrast to the majority of techniques that deal with the completion of an

object's geometry [ 22–28, 283–286], we focus exclusively on the completion of its texture. More

speci�cally, we focus on the completion of repetitive patterns which exhibit at least some degree

of structured arrangement because, in contrast to painting style, color scheme, and illustrations,

which vary greatly between different cultures and periods, sequences of repetitive patterns are

an almost ubiquitous theme. They are usually arranged in rows or columns around the objects'

solid of revolution. Due to the various stages of degradation characteristic of ancient pottery,

elements of a sequence are oftentimes eroded beyond recognition or missing altogether, as can

be seen in the examples given in F IG . 8.1. Following the geometric completion concepts, which

leverage rotational symmetry aspects, we exploit concepts of regularity and similarity in order to

reconstruct missing or eroded parts. With our proposed approach, we aim to complete missing

patterns in incomplete ornamentation sequences. While the completion of missing image parts is

a well-known image processing task, known as inpainting [205, 287–289] (c.f.query inpainting

for 3D+Sketch in S EC. 4.4.2.2), such approaches are generally agnostic w.r.t. global pattern

F IGURE 8.1. A selection of pottery from the MAJRCexhibiting various stages of erosion of their surfaces.
The respective areas are highlighted with red polylines.
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F IGURE 8.2. Left: The original surface of the vessel depicted in F IG . 8.1, right. The blue polygon marks
the region to be inpainted. Right: The result after applying a patch-inpainting approach [ 205].

arrangements and are not aware of any missing patterns given an empty space on the surface

to �ll. In F IG . 8.2, we provide an example of the outcome of the patch-inpainting approach by

Criminisi et al. [205], applied to the surface of the pre-Columbian pot shown in F IG . 8.1, right. It

can be seen that, while the generated texture at the vicinity of the mask borders appears to be

indistinguishable from the original texture, the result gradually worsens towards the center of

the inpainted region where the generated texture is a mix of several unrelated image regions.

This is to be expected as general-purpose inpainting algorithms are not able to capture the

essence of the sequence but merely reconstruct the target area based on the border gradients and

colors. We conclude that of-the-shelf inpainting algorithms are generally not able to faithfully

reconstruct ornamentation sequences.

In the following, we present a work�ow (S EC. 8.3) where we estimate the positions, orien-

tations, and scales of missing patterns based on the sequence's generation grammar before we

employ a statistical denoising of the respective areas based on the remaining elements of the

sequence. Before that, we will take a look at related work from this area (S EC. 8.2). Finally,

we conclude the chapter with a summarization of our thoughts regarding the applicability of

restoration and a discussion of open research questions (S EC. 8.4).

8.2 Related Work

As mentioned above, approaches for the digital restoration of ceramics can be categorized into

approaches for geometric and approaches for colorimetric restoration.

Geometric Restoration. Restoration of defects in digital 3D cultural heritage objects has

several aspects and requires solving different tasks. That is, it has been an intensive research

focus, especially over the last decade. The �rst attempts to tackle the problem of reproducing

surface patterns in CH objects were mainly focused on geometric methods involving user in-

tervention. Kolomenkin et al. [290] proposed a framework to recreate surface relief patterns

from line drawings entered by a user. The method optimizes the 3D relief geometry for a given

drawing by imposing smoothness constraints characterized by the Laplacian of the relief. These
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constraints enhance the smooth transitions between the reliefs and give a realistic appearance to

the reconstructions.

Andreadis et al. [23] propose a semi-automatic pipeline for the geometric reassembly of

fractured 3D objects. The pipeline consists of several steps. First, a preprocessing step produces a

segmentation of the object surfaces and classi�es each segment as either `intact' or `fractured'.

Second, the method matches the fragments according to their fractured surfaces. Third, the

method performs a pairwise surface registration for fragments exhibiting signi�cant erosion or

a missing part. Fourth, the object is reassembled using a graph-based approach. Finally, in the

last step, symmetry-based fragment registration is used to align any remaining disconnected

fragment. Each of these steps requires human interaction to ensure a correct reassembly process

and to help the system align fragments that are too eroded or have signi�cant missing parts.

Lamb et al. [286] propose an automatic method to reconstruct the missing geometry of a 3D

object. To this end, the algorithm requires a reference 3D object. In the �rst step, the incomplete

object is aligned with this reference object. The exterior of the missing part is generated using the

information from the alignment step. Finally, the algorithm computes a smooth surface transition

along the outlines of the fracture. The generated fragment can be 3D printed for restoration

of the broken object. Setty and Mudenagudi [ 291] propose a similar reconstruction method of

missing parts for 3D point clouds. The method relies on a set of `exemplar' models, which are

geometrically similar objects to the one that is being repaired. The method selects the regions

from the exemplar objects that best �t the missing parts and uses them for the reconstruction of

the object.

In contrast to these exemplar-based methods [ 286, 291], `hole �lling' approaches [ 26–28] try to

reproduce a missing part of an object's geometry by patching it with a context-based or coherent

surface patch obtained from the input object itself. Sharf et al. [26] propose an automatic method

to �ll holes or to complete point-sampled surface areas in 3D models. The main idea of this

method is to �ll the hole with a surface patch considering its context, that is, the characteristics

of the surface surrounding the hole. The authors show some examples of the results obtained

with their method and compare it to patching the hole with a smooth surface. They also show

that their method is robust to noise. A disadvantage of this method is that no overall context is

considered, but holes are just �lled such that the patch is merely `similar' to its surroundings.

Harary et al. [27] propose a method for the same problem, with the difference being that it is not

only context-based but also `coherent'. The coherence restriction imposes that the local patch must

be similar to some local patch in the model. This helps avoid some errors that can be produced

by context-based methods, where the patched surface may be similar to its surroundings but

signi�cantly different from a corresponding local neighborhood in the surface (for example, a

symmetric counterpart of the patched surface). In addition, orthogonally to that, the method by

Harary et al. [28] follows a semi-automatic concept, and requires the user to input four points

that are used to compute a curve. This curve de�nes `triangle strips', which are considered
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constraints of the problem and aid the reconstruction process. If the surface hole covers two

different segments or parts of the 3D model ( e.g., if it covers part of the hair and part of an ear of

a bust), and the user-de�ned strips separate these segments, the method can produce coherent

and context-based patches for each of these segments.

Papaioannou et al. [282] propose a complete geometry restoration work�ow for diverse CH

objects comprised of reassembly and completion steps. For the prior, they leverage both fracture

surfaces as well as salient features. For the latter, they present a procedure based on generalized

symmetries and a complementary part extraction. They demonstrate their pipeline on a number of

varied CH objects. The publication is part of the European Union-funded PREdictive digitization,

reStoration and degradatIOn assessment of CH objectS (PRESIOUS) project 1.

For wheel-made pottery, the largest group of CH objects, symmetry properties can be leveraged

for completion efforts. Sipiran [ 24] describes a method that completes missing geometry by

replicating symmetric features. In particular, this method exploits the global-local behavior of a

heat-based function de�ned on the 3D surface. The function is formally proven to be invariant

to rotational symmetry and exhibits symmetric correspondences around the generator axis of a

given object. The method is able to detect the symmetry axis of incomplete solids of revolution.

This information is then used to replicate missing parts. In a later publication, Sipiran [ 25]

explores the suitability of fast local feature detectors to detect repeatable regions along the

rim of rotationally symmetric objects. Since these regions convey enough information about the

symmetric structure of an object, they can be used to replicate existing geometry for completion

purposes. The author also demonstrates the effectiveness of the method for CH objects.

Colorimetric Restoration. The problem of colorimetric restoration is orthogonal to the geo-

metric one and usually relies on image restoration techniques to this end. In contrast to geometric

restoration, it is thematically broader. Several previous efforts deal with the related problem of

the colorimetric restoration of paintings and mosaics [ 292, 293]. Yet, the colorimetric restoration

of the 3D surfaces of other CH objects has not received much attention until recently.

One of the �rst works was done by Aliaga and Law [ 30], who present a concept for both the

colorimetric restoration as well as presentation of pottery objects. The restoration relies on the

input from a user who speci�es a set of relevant colors together with example pixels for each

color from all over the object surface, which is given as a photograph. This input is used for a

sophisticated labeling technique that segments the surface into areas of coherent colorization.

The user can in�uence this stage through sketching and brushing tools. Finally, the outcome

of the restoration is projected on the original object allowing multiple viewers to observe the

restored object without the need for any viewing devices.

Later, Gilad-Glickman and Shimshoni [ 31] propose a method denoising 2D as well as 3D CH

artifacts. To this end, they assume that decorations appear in a repetitive manner and with a

1http://www.presious.eu
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limited palette of colors. The basic idea is to determine cohesive regions based on color, using

a Graph-Cut segmentation ( c.f. SEC. 3.2.1). The underlying graph is enhanced with additional

edges introducing a semantic context by connecting pixels having a similar neighborhood. Hence,

these edges should connect areas depicting the same letters or ornament and serve as a cue for

similar colorization. The applicability of the approach is demonstrated on both 2D as well as 3D

inputs.

One of the most recent works on colorimetric completion within a CH context is given by

Assael et al. [29], who employ a deep-learning architecture based on transformers with the aim

of restoring ancient Greek inscriptions. The proposed deep neural network, dubbed Ithaca , can

predict missing characters in these ancient texts. It can also predict the geographical origin of a

text among 84 different regions and its period of creation in a time span from 800 BCE to 800

CE To this end, the network was speci�cally trained with data from texts in the ancient Greek

language.

Positioning of Our Work. It appears the majority of related work is focused on geometric

reconstruction, while publications dealing with colorimetric completion of CH objects are rather

sparse and mostly limited to approaches for image restoration. For this task of image-inpainting,

an abundance of methods was proposed over the years [ 294]. The most relevant prior works for

our concept are given by Aliaga and Law [ 30] and Gilad-Glickman and Shimshoni [ 31]. However,

the prior relies purely on user input in order to recognize and outline missing patterns, while

the latter also requires largely intact patterns for the denoising to work properly. There is to our

knowledge, no approach that is able to determine the absence of patterns or complete partially

preserved patterns. Also, both of the mentioned approaches assume a very limited number of

colors and therefore segment the surface into regions of equal color. In contrast to this rather

artistic representation, our approach leans more towards a visually realistic restoration with

color variations and gradients that can also be observed within coherent surface regions.

8.3 Content-based Repetitive Pattern Completion Work�ow

F IG . 8.3 illustrates our proposed reconstruction pipeline. The input, as well as the output, are

3D models which differ only in their texture. Similar to Gilad-Glickman and Shimshoni [ 31],

we reduce the complexity of the colorimetric restoration by mapping the 3D surface into 2D

(c.f. SEC. 3.1). I.e., all processing in-between is conducted in image space. As a �rst step all entities

of a given pattern class, together with their scale and orientation, are determined in a Self-

Similarity Detection step. From this set of unordered pattern entities, a sequence is determined

by leveraging simple heuristics intrinsic to pottery objects. Thereafter, the transformations

between consecutive entities are computed and used to formulate the sequence's generation

grammar. All these steps are described in depth in S EC. 8.3.1. If the estimated transformation

between two neighbors differs greatly from the expected approximated prototypic transformation,
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F IGURE 8.3. Pattern completion pipeline. The input model surface is unwrapped and subject to a self-
similarity detection of individual pattern entities belonging to different classes. Individual sequences of
repetitive entities within these sets are then detected, and their generative grammar is estimated. These
are inputs to a context-based reconstruction and substitution of missing or deteriorated pattern elements
in gaps detected in these sequences (green bracket). The reconstructed texture is �nally mapped back onto
the input geometry. Here, two ornament sequences of snake patterns are completed (red bracket).

it is taken as an indication of a gap in the sequence (S EC. 8.3.2.1). After determining the locations

and transformations of reconstruction candidates, a statistical model is applied to complete the

remaining texture in an optimal manner based on the other patterns of this class (S EC. 8.3.2.2).

In S EC. 8.3.3, we present the application of this work�ow on a selection of real-world CH

objects from pre-Columbian and Greek cultures. As an additional validation, we also experiment

with a synthetic surface abrasion for objects which do not exhibit surface de�ciencies. This has

the advantage that we can increase the number of valid reconstruction targets while also having a

ground truth for the completion process. Finally, we also state limitations and possible targets for

future work (S EC. 8.3.4) before we conclude the section with a discussion of possible applications

in the CH domain in S EC. 8.3.5.

8.3.1 Generation Rule Detection

Given an object with repetitive surface patterns, the appearance of a speci�c pattern entity

within a sequence can be generally estimated using a generation rule. That is, we assume a

Markovian process [ 295], meaning that the location, orientation, and size of a pattern entity

can be fully described as a transformation applied to its predecessor. Within a sequence, these

transformations between consecutive patterns are quite similar unless there is a gap. Hence,

the �rst objective is to �nd the prototypic transformation, which describes the transformations

between the uninterrupted parts of the sequence in an optimal manner. To this end, we use a

four-stage process involving: (i) the detection of the individual occurrences of a pattern, (ii) the

detection of their inherent sequence (if present), (iii) the determination of the transformations

between neighbors, and (iv) the estimation of the prototypic transformation. Prior to the �rst stage,

we project the input, a textured 3D model, to a 2D plane. This greatly simpli�es all processing
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steps and is possible for most rotationally symmetric shapes without introducing much distortion.

At the end of the pipeline, the inverse projection is used to remap the reconstructed texture back

onto the 3D model. Several methods for the unwrapping of 3D surfaces have been published.

Speci�cally, for the CH domain, approaches using proxy geometries [ 153] or mass-spring systems

[77] have been proposed. In our experiments, we use a variation of the cylindrical unwrapping by

Karras et al. [76].

The detection of the individual entities of a given surface pattern can be formulated as a

self-similarity detection problem [ 81, 296–299], a very well-researched topic in computer vision.

Note that this part of our pipeline can be performed by any of these methods providing areas and

orientations of target entities and is thus not within the scope of this paper. In our experiments,

we rely on the annotated pottery benchmark dataset (S EC. 8.3.3). That is, we assume as input

a set of unordered pattern entities {Si }i 2 I , with the index set I . Each entity has to convey (at

least) the attributes orientation and scale ( w.r.t. a reference/pivot entity) as well as location. Yet,

scale and location properties can also be derived if the entities are given as areas (sets of pixels

or surface parts). Based on this input we determine the presence of structured arrangements.

More speci�cally, in the case of ancient pottery, repetitive patterns are commonly arranged in

rows or – in rare cases – also in columns. Patterns that are scattered in a random fashion all

over the object's surface are beyond the scope of our approach. We estimate the locations of

rows K at offsets Y Æ{y}k2K ½RÅ and columns L at offsets X Æ{x}l 2L ½RÅ based on the pattern

entities' centroid locations C Æ{C i }i 2 I ½R2. To this end, a GMM is �tted to their respective x and

y-coordinates. The most likely number of mixtures, re�ecting the number of rows or columns, is

determined using the Bayesian Information Criterion (BIC) [ 300] by comparing the quality of the

�ts with n 2 [1 . . nmax ] components. The maximum number of rows or columns nmax is limited to

j I j/3 as we require each row or column to feature at least 3 pattern entities. I k and I l denote the

index sets of pattern entities belonging to the k-th row (sorted by their x-coordinate) and the l -th

column (sorted by their y-coordinate), respectively.

The relation between the pattern Si and its predecessor Si ¡ 1 can be formulated as Si Æ

M̂ i ¡ 1,i Si ¡ 1, with the most likely transformation M̂ i ¡ 1,i Æargmax M 2M sim(S i , M Si ¡ 1) and an

arbitrary similarity function sim. The task of �nding M̂ i ¡ 1,i in the set of possible transformations

M is an image registration problem [ 301]. For our application, we assume that M̂ i ¡ 1,i can be

suf�ciently well described with an af�ne transformation. With this class of geometric transfor-

mations, a combination of a linear transformation and a translation can be modeled. In the 2D

domain, this transformation is usually represented with a 2 £ 3 matrix

(8.1) M Æ

"
cx cos(Á) ¡ sx sin(Á) t x

sy sin(Á) cy cos(Á) t y

#

,

with cx and cy as the scaling, sx and sy as the shear, Á as the rotation and t x and t y as the

translation. For our application, we assume a uniform scaling c Æcx Æcy and the absence

of any shear sx Æsy Æ0. We denote the transformation from pattern i ¡ 1 to pattern i with

168



8.3. CONTENT-BASED REPETITIVE PATTERN COMPLETION WORKFLO W

four parameters as µ i Æ hci ,Á i , t xi , t yi i
T . To determine the prototypic transformation between

any consecutive patterns, with parameters ¹ Æ h̃c, Á̃, ˜t x, ˜t yi T , we �t a multivariate Students t-

distribution [302] St(£ j¹ , ¸ ,º ) to the set of transformations £ Æ{µ i }i 2 I , with º as the degrees for

freedom and ¸ as the inverse precision scaling. We selected this distribution model as it is robust

w.r.t. outliers for a small sample size.

8.3.2 Content-based Reconstruction

The content-based pattern recognition is a two-stage process. First, gaps in the pattern sequence

are detected (SEC. 8.3.2.1); before the number of missing patterns, their locations, orientations,

and visual appearance is approximated in a gap �lling step (S EC. 8.3.2.2).

F IGURE 8.4. A selection of 40 reference samples of a staircase pattern, exhibited by MAJRC 0185 , after
alignment and histogram matching.

8.3.2.1 Gap Detection

For the identi�cation of gaps, we leverage the prototypic transformation parameters ¹ . We de�ne

gap candidates as the patterns whose transformation w.r.t. their predecessor, given by µ i , differs

signi�cantly from ¹ . That is, the index set of gap candidates G is formally given by

(8.2) GÆ{i 2 I j max jµ i ¡ ¹ j È t g¾},
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with ¾Æ
p

j I j¡ 1 P
i 2 I (µ i ¡ ¹ )2 as the standard deviations of the transformation parameters and t g

as a cut-off threshold. For practical applications, t g Æ2 showed to provide satisfying results. Note

that erroneous gap candidates, resulting from a too-low threshold, are usually no concern as it

will be recognized in the gap �lling step that no pattern will �t in-between.

8.3.2.2 Gap Filling

For each of the gap candidates g 2 G(EQ. (8.2)) we add n g Æmax{µg ®¹ }¡ 1 (® denotes the element-

wise Hadamard-division) patterns to �ll the void. We determine their respective transformations

such that the space between the last pattern before the gap and the next preserved pattern

is optimally bridged. I.e., we expect the bounding box bboxj of the j -th new pattern to be at

bbox(Sg¡ 1)M (µg ® j Å 1), with M (µ) as the af�ne transformation matrix (E Q. (8.1)) for µ.

In order to estimate the original texture at bboxj we perform Bayesian image denoising [ 303],

which allows us to optimally infer the noise-free version y of a noisy input x Æ[x0, x1, . . . , xD ¡ 1]T ,

with D Æw ¢h and w, h as the image's width and height. With y¤ Æ[ y¤
0 , y¤

1 , . . . , y¤
D ¡ 1]T denoting

the corresponding noise-free image, we formulate the relation between x and y¤ as (x)i Æ(y¤ )i »,

i 2 [0 . .D), with » being sampled from a Gamma distribution, as we assume the noise in y to be

multiplicative and independent. As y¤ is unknown, the goal is to �nd the best-�tting ŷ, given the

observed x. Such can be achieved with the Mininum Mean Squared Error (MMSE) function

ŷMMSE (x) Æ

P
y0002Y y000p(x j y000)

P
y0002Y p(x j y000)

,

with Y as the remaining noise-free entities of the pattern class and

p(x j y000) Æ
1

´ kD ¡ (k)D
exp

µ
¡

¸

´
1T (x ® y000)Å ¸ (k ¡ 1)1T log(x ® y000)

¶

as likelihood of the multiplicative Gamma noise. k and ´ are the Gamma distribution's shape and

scale, respectively, while ¸ 2 [0,1] is a governing parameter for the `peakiness' of the likelihood.

¸ Æ1 results in x being equivalent to exactly one element of Y , while ¸ Ç 1 results in a blend

from multiple of the best matching noise free images. ¸ Æ1e¡ 2 was used in all experiments.

In our case, the noisy input y is the texture observed at bboxj and the noise-free references

Y are the textures at {bbox(Si )}i 2 I . In order to employ the statistical model all inputs must

be brought into a normalized representation, meaning that all images must have the same

dimensions and display the pattern entities in the same manner. To this end, we, �rst of all,

transform all elements to match the appearance of the pivot element. I.e., for the pattern

Si , we apply the inverted transformation of all its prior sequence elements
Q i ¡ 1

kÆ1 M̂ ¡ 1
k¡ 1,k . Note

that the transformations have to be applied in reverse order since af�ne transformations are

not commutative. This aligns the bounding boxes of all patterns with the bounding box of

the pivot element. Additionally, they must be resized to a uniform size of w £ h pixels with

w Æ jI j¡ 1 P
i 2 I width (bbox(Si )), h Æ jI j¡ 1 P

i 2 I height (bbox(Si )) as the patterns' mean width and
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height respectively. Lastly, we match the patterns' histograms with a sort-matching approach

[304]. This algorithm allows matching the histogram of a source image to the histogram of a

target image by sorting the pixels in both images by intensity. The source image is then assigned

the pixel intensities of the target image according to the sorted sequence. We adapt this algorithm,

originally intended for gray images, for colored inputs by performing the sorting and assignment

for each channel separately in the CIE L*a*b* color space [305]. The usage of this color space is

justi�ed by physiological studies which show that it is an appropriate representation of the color

perception of the human eye. As we do not wish, however, to match images pairwise but bring

a set of images into a common representation, we match each of them to the mean histogram

computed over all images. A sample of the normalized reference images of a staircase pattern,

exhibited by the pre-Columbian pot MAJRC 0185 (F IG . 8.7), is featured in F IG . 8.4. The same

normalization steps are also applied to the target texture at bboxj . After obtaining the denoised

version of the j -th new pattern, ŷ j , we retransform it back to the predicted location and merge it

with the original texture using a multiresolution spline technique [ 306].

8.3.3 Results

The following results section is tripartite. In the �rst part (S EC. 8.3.3.1), we visually assess the

results obtained with our pattern completion approach on actual eroded real-world artifacts.

In the second part (S EC. 8.3.3.3), we look at arti�cially degenerated surface paintings and

compare the results of our pipeline to the original surface. To this end, we employ a custom-made

synthetic surface abrasion process (SEC. 8.3.3.2), which aims to mimic the traits of actual wear.

Finally, we also provide quantitative results (S EC. 8.3.3.4) by generating a large quantity of said

synthetic abrasions and evaluate the performance of our method in the face of different degrees

of degeneration by means of a quality measure.

8.3.3.1 Qualitative Assessment

For the qualitative assessment of our method, we look at two real-world objects exhibiting

characteristic weather-worn de�ciencies in their surface paintings. First, the pre-Columbian pot

MAJRC 0181 (F IG . 8.5, top) from the MAJRC. The annotation of its surface patterns results

from a previous annotation effort ( c.f. SEC. 6.3). This vessel features polychromatic surface

paintings with two distinct pattern classes – a series of black triangular staircase patterns with

an alternating orientation at the top and the bottom, as well as a snake-shaped pattern appearing

in three parallel rows with black and white colorization. The pattern sequence in the middle row

comprises four severely damaged pattern entities. From the results of the automatic completion

(F IG . 8.5, top right), it can be seen that the newly generated texture blends in seamlessly and is

almost indistinguishable from the original surface.

For the second exhibit – the amphora KHM IV3600 – we annotate the repetitive patterns

in a similar fashion to the pre-Columbian objects. Noteworthy w.r.t. pattern completion is the
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sequence of linked bud and �ower shapes on the lower body of the amphora, which is damaged

in two areas (F IG . 8.5, bottom left). Yet, compared to the previous example, those are better

preserved, and in some cases, there is just a fraction of the pattern missing. F IG . 8.5, bottom right,

shows the results of the completion effort, which is used to reconstruct two pattern entities in the

�rst gap and four in the second one. This example shows the bene�ts of Bayesian denoising, since

the reconstruction is very faithful to the orientation and overall appearance of the incomplete

patterns.

F IGURE 8.5. Left: The eroded original of MAJRC 0181 , exhibiting a snake shape in three ornament bands
together with its reconstruction. Right: The approach is also applicable to Attic pottery. In the example, a
bud/�ower shape on the lower body of the black-�gured amphora KHM IV3600 is reconstructed.

8.3.3.2 Synthetic Surface Abrasion

The examples in Section 8.3.3.1 are comprised of objects with real surface de�ciencies, showing

the applicability of our method for real-world data. On the downside, however, these do not

allow us to objectively evaluate the quality of the completion since the original appearance of

the surface pattern is unknown. As a consequence, we generate additional realistic examples

by synthetically introducing plausible chippings to the object surfaces. The unchanged originals

serve as the ground truth for the missing surface parts.

The synthetic holes are generated in a completely randomized manner on the unrolled

surface, but with constraints that ensure that they resemble realistic chippings. That is, we

model an arbitrary abrasion mask by starting with a circle with a random radius r 2 [r min , r max ]

(r min Æ0.01ds and r max Æ0.05ds, with ds as the diameter of the unrolled surface), which we

place at a random location on the surface. To mimic the irregular shape and jaggedness of

real holes, we superimpose a random noise " to the radius of the circle, amounting to " (µ) Æ
P

e2[0..E ] ae/esin(2eµ Å Áe) at polar angle µ, with E as the number of error functions, determining

the frequency of the border noise, and {ae} and {Áe} as random amplitudes and offsets. The number
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F IGURE 8.6. 300£ 300 pixel erosion masks, visualizing the impact of the expected rate of hole occurrence
kh and number of error functions E on the synthetic abrasion process.

and irregularity of holes are governed by nh » ¡ (kh) and E, respectively. The in�uence of those

parameters can be seen in F IG . 8.6. kh Æ5 and E Æ15 have been selected for our experiments.

By �ood-�lling the generated holes, which can overlap, of course, we obtain a mask M which

we use to delete surface texture selectively. Instead of leaving the holes as colorless voids, we

�ll them with a salient green hue which makes them easy to recognize and also allows us to

investigate the in�uence of the texture in these areas on the reconstruction. Applying the mask as

it is to the surface would result in unnaturally sharp edges at the borders of the holes. Instead, we

use an alpha blending in the vicinity of those edges to smoothen the transitions. To this end, we

employ an alpha mask M ® Æ1 ¡ exp(¡ M 2
dist /2¾2

®), with ¾® Æ8 governing the smoothness. M dist

is the mask M after a distance transform [ 307], which gives at each pixel location the distance to

the closest zero pixel. The surface image with the synthetic abrasion I abr Æ bI ¢(1¡ M ®)ÅM ¢M ®c

is obtained by combining the original surface I with the generated mask M .
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F IGURE 8.7. Three exemplaric pottery objects with their original 3D model (�rst column), their model after
applying the synthetic surface abrasion (second column), after the pattern completion with out method
(third column) and the color-coded difference between original and reconstruction (fourth column). The
arti�cial chip-offs are �lled with uniform green color.

8.3.3.3 Qualitative Synthetic Experiments

To qualitatively assess the pattern completion after applying a synthetic abrasion, we select

three distinct objects with diverse characteristics and thus posing different challenges. They are

displayed in F IG . 8.7, left column. The �rst one is the pre-Columbian bowl shape MAJRC 0097 ,

which exhibits three rows of `N'-shaped patterns with white and reddish hues. The second object

is the pot MAJRC 0185 with two different pattern types – a very simple circular pattern as well

as a triangular staircase pattern, appearing with alternating orientations. The third object, the

Attic Geometric high-rimmed bowl KHM IV1859 2 is the most complex input. Although its surface

painting is monochromatic (black), it features three distinct pattern classes which appear in a

repetitive manner: an organic bird shape, a cross-hatched triangle, and a stack of inverted `V's. All

of them appear a total of 26 times around the solid of revolution. The second column in F IG . 8.7

illustrates the inputs after they are subjected to the synthetic surface abrasion. Note that the

generated arti�cial chippings (in green color) vary greatly in shape and size. The third column

shows the models from the previous column after applying the automatic pattern completion,

while the fourth column constitutes a quality map revealing the differences between the ground

2https://odeeg.acdh.oeaw.ac.at/vases/object/detail/100
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truth and the reconstruction. These maps are obtained by computing the pixel-wise L 2 norm of

the respective RGB color channels.

For MAJRC 0097 it can be seen that the reconstructed patterns in the top and bottom rows are

visually indistinguishable from the existing ones. A slight inaccuracy can be observed with the red

patterns in the middle row, but they also appear plausible at large. Note that some of the green

color, marking the surface abrasion, is still visible below the bottom row. This can be attributed to

the fact that this region is outside the bounding boxes of the patterns and is thus not part of the

reconstruction process. Thin outlines of the depicted patterns are perceptible in the quality map,

indicating that reconstructed patterns' shapes marginally differ from the originals'. MAJRC 0185

in the second row features a gap with seven missing patterns of alternating orientation. The

completion is able to correctly predict their orientations. However, some ghosting artifacts can be

observed. For KHM IV1859 , four of the bird patterns are reconstructed but no errors could be

spotted, neither from the visual inspection nor the quality map.

8.3.3.4 Quantitative Synthetic Experiments

Besides the qualitative assessment in S EC. 8.3.3.3, which shows just one speci�c surface abrasion

use case, we also conduct a quantitative evaluation based on an objective metric. We leverage the

quality maps (also shown in F IG . 8.7, right) to compute a single quality measure per experiment.

To this end, we integrate over this map and divide the result by the number of pixels that are

to be reconstructed and the maximum value of color intensities. This gives a value between 0

and 1, where 0 describes a perfect match and 1 indicates complementary colorization. The same

measure is also determined for the synthetically damaged texture prior to the completion. We

compute these pairs of measures for 100 different synthetic abrasion experiments for each of

the three objects in F IG . 8.7. The resulting measurements plotted over the relative removed

surface are shown in F IG . 8.8. The error of the reconstruction is mostly within the range of 0.05

and 0.15 and does not seem to change with an increasing amount of reconstructed surface area.

The error between the ground truth and the damaged surface, however, describes a fast ascend

before seemingly converging towards about 0.3. This is to be expected, as the green hue is not the

ultimate complementary to the original texture.

8.3.4 Discussion, Limitations and Future Work

Apparently, at least some of the green color, marking the synthetic abrasions, is still visible after

the completion process (F IG . 8.7). This is due to the fact that our reconstruction is limited to the

areas populated by patterns. For most practical examples, this is suf�cient (F IG . 8.5) as the clay

at the chipped or worn-off regions generally has a similar color to the rest of the vessel. Yet, in

some cases, other surface decorations, e.g., straight lines around the solid of revolution, which are

without the scope of the proposed method, are also incomplete. For such cases, a processing step
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F IGURE 8.8. Reconstruction error (`x') and the difference between synthetically damaged surface and
ground truth (`o'), over the relative removed surface area for three different input objects.

combining a chipping detection [ 228] with context-based inpainting [ 308], prior to the pattern

completion would be a viable addition to our work�ow.

F IGURE 8.9. Ghosting artifacts can be observed if a reconstructed pattern and parts of the original painting
are not perfectly aligned.

In some cases, ghosting artifacts can be observed occasionally (F IG . 8.9) at the boundaries be-

tween original and reconstructed patterns. This is especially the case if the original sequence has
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varying distances in-between patterns since we assume a uniform distribution. This assumption

of regularity is sometimes problematic, especially in the vicinity of an ornament band's seam,

because here the ancient painter had to adjust the patterns' widths to the still available space,

making them either narrower or broader. There are three ways to address this issue. First, the

stitching algorithm [ 306] used to fuse the reconstructed patterns with the rest of the surface is

not optimal for our work�ow as it is intended for the stitching of panoramic photographs. For our

application, the inserted texture patches are oftentimes too small, and the overlap with the rest

of the surface too insigni�cant to generate reasonable results. However, – same as with the other

parts of our pipeline – this building block can be readily replaced with an algorithm more suited

for this task. Other viable remedies include a �ne alignment of the patch before it is stitched or

the incorporation of the user into the completion process.

Another important question is how many preserved patterns are necessary to reasonably

reconstruct a sequence. Generally, the number of preserved patterns needs to be signi�cantly

higher than the number of missing ones. Our experiments indicate that completion is feasible

with up to 30% of a sequence missing. With even higher fractions, the generation rule detection

(SEC. 8.3.1) and gap detection (S EC. 8.3.2.1) are no longer reliable.

8.3.5 Applications

The proposed approach contributes to two signi�cant aspects of archaeological pottery research.

First, for the attribution of pottery objects (so-called vases) to painters/workshops and to man-

ufacturing techniques, and second, for educational and communicational purposes regarding

these CH objects. Within the �eld of research on ancient vase painting, the determination of a

pattern sequence's generation grammar can be used for recognizing characteristic properties of

painters' hands or pottery workshops. For instance, friezes with rows of birds are very common

in Geometric pottery. From the automatically determined generation grammar, it is possible to

analyze their similarity to other occurrences on different pottery objects and to cluster them

accordingly. From a ceramologist's view, the estimation of the number of missing patterns is

generally useful as it helps to grasp the painter's overall plan. Another important aspect of this

reconstruction approach is the prediction of expected patterns, especially in cases where such

repetitive patterns are only partly preserved. As a proxy, similar to the domain knowledge ap-

plied by an archaeologist processing pottery, this can strongly support computer-assisted pattern

recognition or retrieval tasks. Regarding the educational �eld, the reconstruction of missing parts

is relevant for presenting CH objects – physically as well as virtually, e.g., for teaching activities

or for replicas.
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8.4 Conclusion

We present an automatic approach for the completion of pattern sequences on ancient pottery.

To this end, we determine the sequence's grammar by inferring a prototypic transformation

between consecutive patterns. This generation grammar allows us to detect gaps in the sequence,

which will �ll with a statistical denoising approach using the sequence's preserved patterns. The

employment of this work�ow for real-world examples, as well as synthetically generated use

cases, proves the applicability of our approach to the problem at hand. Hence, the contribution

of this chapter is the proposed work�ow with some self-created and some preexisting building

blocks. We want to stress that those could be exchanged and adopted independently to improve

certain aspects or address additional challenges. We also note that the problem we solve is very

speci�c and needs to be further extended and combined with other reconstruction techniques

(geometric completion, inpainting, etc.) for most real-world use cases. However, this is just a �rst

cautious dive into the �eld of digital restoration, which does not belong to the major topics of the

thesis. Still, the presented approach can be a valuable starting point for further research in this

direction.
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In this thesis, I investigated novel approaches for different tasks related to digital archaeology.

A particular focus was on interactive retrieval and visualization. This �nal chapter concludes

the thesis with a re�ection on the research questions (S EC. 9.1), stated at the beginning; a

summarization of the presented contributions (S EC. 9.2); a future outlook (S EC. 9.3), discussing

how follup-up-research can build upon the presented techniques; and �nally a few closing remarks

(SEC. 9.4), which conclude this thesis.

9.1 Re�ection on Research Questions

This section explores how the concepts and �ndings, outlined in the technical chapters (C HAP -

TER 4–8) of this thesis contribute to answering the guiding research questions formerly stated in

SEC. 1.2.1.

RQ1: “How can user expertise be incorporated interactively in a query formulation for the speci�-

cation of missing shape information?”

Regarding RQ1 it can be noted that the novel query modality of an incomplete 3D shape and

a user sketch (3D+Sketch), introduced in S EC. 4.4, provides an intuitive and easy-to-use way
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to incorporate a user's shape hypothesis in a query formulation. Both qualitative experiments

with domain experts completing a shape, and quantitative experiments with arti�cially distorted

sketches showed, that the proposed method is robust w.r.t. noisy sketches. I.e., even a very rough

sketch is usually able to improve a retrieval substantially if the overall proportions are on target.

While shape and texture-based descriptors proved to be a good choice for the retrieval of CH

artifacts, it should be noted that the choice of descriptors is independent from the overall concept

and can thus be readily generalized for other domains dealing with P3DOR.

RQ2: “How can a retrieval approach effectively support the search for speci�c motifs and patterns,

exhibited by the vase paintings?”

In view of the disambiguation introduced in S EC. 5.1, we split the problem into the retrieval

based on motif information and the retrieval based on pattern information. For motifs, a concept

has been proposed which combines a semantic segmentation of images with a shape and color-

based similarity computation (S EC. 5.3). It has been demonstrated that this method is able to

successfully retrieve semantically similar motifs from a motif database built from archaeological

photographs. However, the recognition of the relation between motifs or the comprehension of

depicted scenes, is a substantially more complex problem and remains an open research objective.

The retrieval of patterns, on the other hand, proved to be more dif�cult than motifs. This

can be attributed to the fact that an expert's notion of similarity for patterns cannot be as easily

de�ned in a formal manner as with motifs, which are generally well-described by their silhouette

and color scheme. Nonetheless, progress has been made in this respect. First, with an interactive

system for the semi-automatic generation of archaeological drawings (S EC. 6.5). To this end, a

self-similarity detection, operating in the background, �nds (all) ocurences of a selected pattern

and proposes a hypothesis for the drawing of these. A user can con�rm or disregard these �ndings

on a per-pattern basis and export the results. Since it was noticed that not much further progress

on this problem is possible without the usage of sophisticated deep learning techniques, additional

work focused on the generation of annotations and training data, which is a prerequisite for the

application of such. That is, we presented two orthogonal approaches to this end. An annotation

pipeline and evaluation metric for any type of pattern which appears in a repetitive manner

(SEC. 6.3). In a second work we looked into a narrower, more speci�c problem – the classi�cation

of patterns on Geometric pottery (S EC. 6.4) – which was small enough that CNNs were able to

provide meaningfull results even with a very limited number of training examples.

RQ3: “How can interactive visualizations support an expert user in discovering (new) inter-object

cross-correlations and links?”

It was established that some interesting cross-correlation are only revealed if different attribute

of the objects of a collection are considered simultaneously. E.g., several similar vessel shapes
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occurring at the same epoch at the same location may be an indication of an ancient workshop,

while the same observation cannot be made if all vessels of a certain epoch are considered. This

kind of exploration is supported by the LVVES system, proposed in S EC. 7.3. Even though no,

yet unknown, relations have been discovered, signi�cant relations, known to be present in the

dataset used for experiments, have been unveiled automatically through a newly developed

correlation measure. Experiments suggested that the proposed system is easily extendable and

could also be generalized to other domains.

RQ4: “How can the generation grammar, intrinsic to repetitive ornaments in vase paintings, be

leveraged for the detection and the reconstruction of missing sequence parts?”

A naïve approach for determining a generation grammar paired with a probabilistic denoising

method can be leveraged for the textual completion of incomplete pattern sequences (S EC. 8.3).

The narrowness of the problem de�nition addressed by the proposed concept, as well as some

non-negligible limitations, such as the aliasing artifacts in some cases, point out the need for more

sophisticated methods for the robust application on real-world objects. Nonetheless, the proposed

method showed that viable results are possible even with comparably simple approaches, which

can serve as an algorithmic basis.

To sum up, it can be noted that all the stated research questions have been addressed with

the technical contributions. RQ1 – RQ3 received undeniably more attention than RQ4 , which

was only opened up later in the project due to a shift in research focus. RQ1 and RQ3 (the core

objectives of the original project plan) have been dealt with thoroughly, while the conducted

experiments show that the contributions for RQ2 and RQ4 constitute valuable preparatory work

that merits further research effort.

9.2 Summary of Contributions

The main contributions of this thesis are aligned with the above stated research questions and

have been published in several peer-reviewed publications. In detail, they include:

RQ1 • A new query modality (3D+Sketch) which has been subjected to both qualitative and

quantiative evaluations [ 72, 73];

RQ2 • A new retrieval approach for the �gurative information on vase paintings using a

combination of semantic segmentation and color and shape-based similarity [ 80];

• A benchmark dataset for surface patterns, comprising 82 annotated 3D models with a

total of 102 similarity classes and 2,529 annotated patterns [ 82];

• An interactive annotation concept for the annotation of Geometric patterns [ 83];
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• A semi-automatic work�ow for generating archaeological drawings of repetitive sur-

face patterns, based on an interactive self-similarity detection [ 81];

RQ3 • A novel multi-view exploration system (LVVES), allowing the analysis of large data

collections along different attributes using parallel links dynamic levels of visual

granularity [ 56]; and

RQ4 • A pattern completion pipeline for detecting gaps in a pattern sequence and proposing

a completion hypothesis [ 58].

Additionally, several minor algorithmic contributions have been made in the course of working

on those topics. The most signi�cant of them are:

• A new unwrapping method for solids of revolution resulting in less distortion in areas

of high curvature along the rotation axis through a parametrization of the pro�le curve

(SEC. 3.1);

• A new 3D feature descriptor based on parametrized pro�le curves (S EC. 4.3);

• A novel graph sparsi�cation algorithm for fully connected weighted graphs (A LGORITHM 3),

extending the approach by Satuluri et al. [277]; and

• A graph correlation measure for weighted graphs with a common set of nodes but different

weights (S EC. 7.3.3.3).

9.3 Future Perspective

Future work items, speci�c to certain proposed systems, are remarked upon in the respective

technical chapters. In general, I believe one research direction with great potential is the applica-

tion of deep learning based techniques for different retrieval tasks. The reason such techniques

have not been used more extensively within the scope of this thesis lies in the sparsity of labeled

training data. However, towards the close of the project, a large amount of effort was put into

the generation of such data, which should provide a good basis for future research efforts in

this direction. In hindsight, this should have been done preferably at the start of the project, so

that the developed retrieval methods could have been directly evaluated on those benchmarks.

Regarding deep learning, I also found that it pays off to downsize the problem to be tackled.

E.g., it was observed that CNNs can provide somewhat viable performance for the problem of

recognizing Geometric patterns with a rather small set of similarity classes and very homogenous

inputs (S EC. 6.4), while preliminarily experiments for the retrieval of arbitrary vessel shapes

(SEC. 4.4) pretrained networks were not able to deliver any meaningful results at all. Hence,
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I think future concepts could focus on narrower problems, which could be combined hierarchi-

cally, e.g., a classi�cation of vessel type (Hellenic, Roman, pre-Columbian, etc.), painting style

(black-�gured, red-�gured), and so forth, in order to solve larger more complex problems.

Thematically, I believe the biggest potential for further research lies in the content-based

retrieval of vase paintings. While shape-based pottery retrieval has been extensively researched

for decades (SEC. 4.2), the retrieval based on vase paintings has been almost left untouched [ 55],

which could possibly be attributed to its much higher complexity. As opposed to vessels shapes,

which do not have that many degrees of freedom due to their functional design and method of

production, vase paintings were much more varied across cultures and epochs (monochromatic

vs. polychromatic paintings or organic vs. geometric shapes, just to name a few). Hence, I think

research efforts in this direction should not be overly ambitious but focus on very speci�c but

manageable subproblems, e.g., recognition of just a handful of different patterns/motifs on a

speci�c vase type [ 221]. I.e., one interesting research question could be whether and how vessel

shapes correlate with vase paintings. Since preliminary experiments [ 230] indeed suggest a

connection, this topic certainly merits further research effort.

Resources should also be invested to further develop methods such that they are ready for

the market, since the scienti�c research usually does not go beyond the development of a �rst

prototype for experimental evaluations. On the one hand, that means that, in most cases, the

robustness has to be increased signi�cantly, so that arbitrary inputs can be processed successfully.

On the other hand, the usage via intuitive interfaces and without the setting of hyperparameters

needs to be supported, as it has to be taken into account that CH practitioners are oftentimes not

accustomed to computerized work�ows and need to be familiarized with scienti�c software tools.

Evans and Daly [ 309, p.45] remark on this subject:

Archaeologists, it seems, cannot be trusted with equipment that use batteries without

breaking something – electronic casualty rates in the �eld are very high. Contracting

units have now become very wary of investiture in technology for the �eld given its

short operating life, and it is unlikely that contracting units will invest in technology

now, unless it can be shown clearly that the investment would reap rewards in saving

both time and money, and this is generally a good thing.

It is thus unsurprising that Karl et al. [55] found in their recent survey that none of the presented

techniques made its way into the everyday application by domain researchers. During my

research, I was also faced with the problem that reference methods were oftentimes not available

for comparison as they were only published conceptually or provided by means of an experimental

implementation at best. I believe that bringing techniques into a marked-ready state with long-

term support would not only greatly contribute to the visibility but also result in them �nding

their way into the actual use by the intended community.
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9.4 Final Thoughts

In summary, all the de�ned research questions have been addressed. Because of the broadness of

topics covered within this project, some of them (motif search, restoration) have been covered in

less depth than others (P3DOR, visualization). The already ambitious, initially intended, range of

research foci even broadened in the course of the project, due to an opportunistic topic selection,

driven by availability of necessary data and incidentally generated ideas, resulting from various

experiments. In the hypothetic case that I would have the opportunity to redo the project from

scratch, I would take a more narrow approach, pursuing less but therefore well-de�ned problem

cases. On the other hand, the heterogeneity of topics resulted in several ideas for future research

and allowed me to immerse myself in different �elds of visual computing, such as geometry

processing or virtual reality just to name a few, which I would not have experienced otherwise.

I believe that the presented techniques and results constitute a signi�cant contribution to the

�eld of digital pottery analysis and sincerely hope that some of them will �nd their way into the

everyday work of archaeologists.
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A PPENDIX A: M ATHEMATICAL N OTATION

As the mathematical descriptions used in this thesis are compiled from many publications

which follow different principles, de�ning a universally applicable notation is a challenging task.

Nonetheless, apart from a few minor deviations in some speci�c cases, the notation is based on

the following principles. Note, however, that for the sake of simplicity, the scope of symbols is

restricted to the chapter they appear in – i.e., they are oftentimes reused.

X , Y , Z The coordinate axes X , Y , and Z.
a, ®, A Scalars.†

a Vectors.
®, ¯ , ° Angles.
A, A , A Sets and Matrices.
A Æ{a0, . . . , an} The set A with elements a0, . . . , an .‡

; The empty set.
R, Rn , Rn£ m The sets of real numbers, n-vectors, and real n £ m-

matrices, respectively.
B, N, R The sets of binary numbers {0,1}, natural numbers, and

real numbers respectively.
a Æ(a0, . . . , an) The vector a with elements a0, . . . , an .‡

0 The zero vector.
ha0, a1i The tuple with elements a0, a1.
[a0, a1], (a0, a1], [ a0, a1), (a0, a1) The real intervals {x j a0 · x · a1}, {x j a0 Ç x · a1},

{x j a0 · x Ç a1}, and {x j a0 Ç x Ç a1}, respectively.
[a0 . . a1], (a0 . . a1], [ a0 . . a1), (a0 . . a1) The integer intervals {x j a0 · x · a1}, {x j a0 Ç x · a1},

{x j a0 · x Ç a1}, and {x j a0 Ç x Ç a1}, respectively.
ja j The Manhattan norm.
kak The Euclidean norm.
† Scalars are indicated by lowercase Latin and Greek letters and (in rare cases) uppercase Latin letters.
‡ Indices follow a zero-based numbering.
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Non-Maximum Suppression. A Non-Maximum Suppression (NMS) takes a set of initial

detection boxes B as well as their corresponding con�dence scores S as input and returns the

most relevant detection boxes, which are overlapping no more than a given threshold tNMS . The

latter is checked with an Intersection over Union (IoU) criterion. The NMS algorithm, in its

simplest form [ 310], is outlined in A LGORITHM 1. The idea is that the given detection boxes are

sorted descendingly according to their similarity scores. The �rst detection box (with the highest

similarity) is selected (Line 4) and all remaining boxes exhibiting a too high overlap are removed

(Line 7–14). In this manner, we iterate over the whole set.

Algorithm 1 Outline of the Non-Maximum Suppression algorithm.
1: function NMS( B, S, tNMS )
2: D Ã {} . The set of relevant candidates
3: while B 6Æ? do
4: m Ã B[argmax S]
5: D Ã D [ {m}
6: B Ã B \ {m}
7: for all i 2 [0 . . jBj) do . Check for overlapping detection boxes
8: b Ã B[ i ]
9: s Ã S[ i ]

10: if iou(m,b) ¸ tNMS then . iou returns the Intersection over Union
11: B Ã B \ {b}
12: S Ã S \ {s}
13: end if
14: end for
15: end while
16: return D
17: end function
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Graph Aggregation. ALGORITHM 2 outlines the procedure used to aggregate vertices in an

undirected weighted graph G Æ(V ,E). The underlying idea is to conduct a greedy pair-wise

aggregation of vertices until a desired vertex count jV j Ætagg is reached (Line 4). In each iteration,

the edge with the lowest global weight is removed from the set of edges (Line 5). Its vertices i , j

are removed together with all of their incident edges E i ,E j (Line 8-10), before a substitute for

the removed vertices is added to the set of vertices (Line 12). This new vertex is connected to the

other vertices, truthful to the original topology. To this end, we differentiate between vertices

which were connected mutually only to either i or j and such which were connected to both of

them. In the �rst case, the edge weights prior to the aggregation can be reused (Line 15-17). In

the second case we linearly interpolate between the weights of the edges connecting a vertex to i

and j respectively (Line 18-21).

Algorithm 2 Outline of the local node aggregation in undirected weighted graphs.
1: function L OCAL AGGREGATION (V , E, tagg)
2: Vagg Ã V ; Eagg Ã E
3: Sort Eagg by w i j . Edges sorted by descending edge weight
4: while jVaggj È tagg do
5: hi , j ,w i j i Ã pop(Eagg)
6: E i Ã {hi 0, j 0,w i 0j 0i j h i 0, j 0,w i 0j 0i 2 Eagg ^ i 0Æi }

[ {hj 0, i 0,w i 0j 0i j h i 0, j 0,w i 0j 0i 2 Eagg ^ j 0Æi } . Edges incident to i
7: E j Ã {hi 0, j 0,w i 0j 0i j h i 0, j 0,w i 0j 0i 2 Eagg ^ i 0Æj }

[ { f hj 0, i 0,w i 0j 0i j h i 0, j 0,w i 0j 0i 2 Eagg ^ j 0Æj } . Edges incident to j
8: for e02 {hi 0, j 0,w i 0j 0i 2 Eagg j i 0Æi _ i 0Æj _ j 0Æi _ j 0Æj } do
9: Eagg Ã Eagg \ { e0}

10: end for
11: Let vagg be the aggregated node for i and j
12: Vagg Ã Vagg \ { i , j } [ {vagg}
13: E0

i Ã {hi 0, j 0,w i 0j 0i 2 E i j (@hi 00, j 00,w i 00j 00i 2 E j )[ j 0Æj 00]}

14: E0
j Ã {hi 0, j 0,w i 0j 0i 2 E j j (@hi 00, j 00,w i 00j 00i 2 E i )[ j 0Æj 00]}

15: for hi 0, j 0,w i 0j 0i 2 E0
i [ E0

j do . Mutually exclusive edges

16: Eagg Ã Eagg [ {hvagg, j 0,w i 0j 0i }
17: end for
18: Vcommon Ã {i 0j hi 0, j 0,w i 0j 0i 2 E i \ E0

i } . Vertices connected to i and j

19: for v 2 Vcommon do
20: Eagg Ã Eagg [ {hvagg, v, 1

2 (w iv Å w jv )i }

21: end for
22: end while
23: return (Vagg,Eagg)
24: end function

Graph Sparsi�cation. ALGORITHM 3 outlines the procedure used for the local edge sparsi�-

cation of a graph G Æ(V ,E). The concept is based on the concept proposed by Satuluri et al. [277],
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Algorithm 2, but adapted for fully-connected undirected weighted graphs.

Algorithm 3 Local Sparsi�cation Algorithm, based on Satuluri et al. [277], Algorithm 2, adapted
for fully connected weighted graphs.

1: function L OCAL SPARSIFICATION (V , E)
2: Esparse Ã ; ; dmin Ã 1 ; dmax Ã 0
3: for v 2 V do
4: E v Ã {hi , j ,w i j i 2 E j i Æv _ j Æv} . Edges incident to v
5: for eÆ hi , j ,w i j i 2 E i do
6: e.sim Ã Sim V (i , v) . Similarity of edge vertices according to E Q. (7.2)
7: end for
8: Let Esim be the edges E v sorted by e.sim
9: Let E w be the edges E v sorted by their weights

10: v.d Ã Sim E (E sim ,E w ) . The virtual degree of v according to E Q. (7.3)
11: if v.d Ç dmin then dmin Ã v.d
12: if v.d È dmax then dmax Ã v.d
13: end for
14: for v 2 V do
15: dnorm Ã (v.d ¡ dmin )/(dmax ¡ dmin ) . The normalized virtual degree for v
16: Let E0

v be the top f (dnorm ) edges of E w . f (dv) according to E Q. (B.1), E w as in Line 9
17: Esparse Ã Esparse [ E0

v
18: end for
19: return (V ,Esparse)
20: end function

The idea is to model the similarity between two vertices connected by an edge by means of

the vertices' local neighborhood (Line 6). Satuluri et al. [277] base this similarity measure on

the simple heuristic that “An edge ( i , j ) is likely to (not) lie within a cluster if the vertices i and

j have adjacency lists with high (low) overlap.” For a fully connected graph, adjacency lists are

per-de�nition equal for all the vertices and are thus no vessel for determining this similarity.

Conversely, we base our notion of similarity on the vertices' agreement regarding the distances to

all other vertices. I.e., the similarity is high if both vertices have similar distances to all other

vertices. Next, in Line 10, we determine a proposed target degree for a vertex. We employ the

simple heuristic that if the sequence of edges sorted by similarity is similar to the sequence of

edges sorted by their weights, this implies a high vertex degree. The highest and lowest virtual

degree over all vertices is also memorized (Line 11–12). In a second loop (Line 14–18) those values

are then used to determine the vertex-wise normalized degree which is then �nally used to obtain

the actual degree of a vertex after the sparsi�cation (Line 15), using the mapping function

(B.1) f (d) Æ
h
®¢d ¯ Å °

i

This concave mapping ensures that vertices with higher degree are sparsi�ed more aggressively

that those with lower degree and that each vertex has at least one edge. In our experiments, we

used the empirically determined hyperparameters ® Æ1.2, ¯ Æ6.0, and ° Æ1.0.
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